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Kovetkezteto statisztika



Kévetkeztetd o Yprea = b0 + b1 * x1 + b2 * x;
statisztikak
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(descriptive stats)
Célja a mért adathalmaz jellemzése, az rendelkezésre allé informacio tomoritése
A mért mintat irja le, kdvetkeztetéseket nem tartalmaz

(inferential stats)

Célja a populaciébdl valasztott mintabdl a populaciora valé (vissza)kovetkeztetés
Valoszinlségekkel dolgozik
Fogalmak:

Statisztikai modellek és paraméterek becslése

Statisztikai értékek

Eloszlasok, és a hozzajuk tartozo valdszinliségek

(Konfidencia intervallumokrél ujra)

Klasszikus hipotézisvizsgalat, és ami ehhez kell: hipotézis, elsé és masodfaju hiba, hiba becslése,
szignifikancia, elemszambecsl|és

Bayes-i statisztika

(A hatdsnagysagot itt beszéljik meg, bar nem szigoru értelemben véve nem tartozik a
kovetkezeteto statisztikak kozé)

A kettd kozott nincs éles hatar



Statisztikai modellek

,1'll be honest, we're throwing science at the wall here to see what sticks.”
Cave Johnson




* A statisztika

* A vilag osszefliggéseit modellezi, hogy a modellek alapjan becsléseket tehessen
* Ellendrzi, a feldllitott modellek milyen valdszin(iséggel helytalldak a populcidban
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* A statisztika
* A vilag osszefliggéseit modellezi, hogy a modellek alapjan becsléseket tehessen
* Ellendrzi, a feldllitott modellek milyen valdszin(iséggel helytalldak a populcidban
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a mért adatokat valamilyen modellel irjuk le
: a két valtozd 6sszefliggése egy egyenessel jellemezve
A statisztika azt ellendrzi, hogy a felallitott modellel milyen pontos becslést tudunk adni

JOl megvalasztott modell esetén gyakorlatban egyenranguként hasznalt kifejezések:
Mekkora a hatas nagysaga
Milyen erds a valtozok kozotti kapcsolat
Milyen mértékben magyarazza az egyik valtozé a masikat
Milyen pontos becslést tudunk az egyik valtozébdl a masikra adni
Milyen mértékben irja le a modell a mért értékeket
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Az egyszer(iség kedvéert gyakran megkulonboztetiink ot és
et vizsgald probakat.

Ez a megkllonboztetés a statisztikai modellezés szempontjabal

Mindkett6 a hatasokat vizsgalja,
és minden proba azt vizsgalja, mennyire lehet az egyik valtozoval (vagy
valtozokkal) a masika(ka)t magyarazni.
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Ugyanaz a hipotézis tobbféleképp is megfogalmazhato:
Kilonbség: A férfiak és a n6k magassaga kozott kilonbség van.
Kapcsolat: A nem és a magassag 0sszefligg egymassal.
Altaldnos: A nem részben magyarazza a magassagbeli valtozatossagot.



1. Fontos a jol megvalasztott modell.
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2. A legtobb 6sszefliggés, amivel 3. De attél még a vilag nem csak 4. Ha egy nem linearis 6sszefliggést
talalkozni fogunk, viszonylag jol linearis 6sszefliggésekbdl all. linearis modellel irsz le, alul fogod
leirhato egy linearis modellel. becslilni a hatast.
77 Vé 7 6
5. S6t tévesen akar arra a . 6. Nem szabad azonban
o B * kovetkeztetésre is juthatsz, s . s tulzasba esni. Egy
? s hogy nincs 0sszefliggés a két . . tulillesztett gorbe
. 3 valtozo kozott. (overfitting) csak a
* ; . s . 3 . s .
. o o Ezért egy linearis modellt mintadra lesz igaz, nem
6 3 2 hasznal6 proba kikérése 2 lesz altalanosithato a
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Eredeti arcok: E.Lundqvist, D., Flykt, A., & Ohman, A. (1998). The Karolinska Directed Emotional Faces - KDEF, CD ROM from Department of Clinical Neuroscience, Psychology section, Karolinska Institutet, ISBN 91-
630-7164-9.; Morfolta: Soltész-Varhelyi Klara



Szocialis hald

Erz. intelligencia

Nyitottsag Jollét

Nem szabad azonban tulzasba esni. Egy CipSméret
tulillesztett gorbe (overfitting) csak a mintadra
lesz igaz, nem lesz altalanosithatd a populaciora.

Yoreg = PO + b1*X1 + b2*X2 + b3*X3 + b4*X4 + b5*X5



A fligg6 valtozo teljes variancidja — a fliggd valtozdban lévd valtozatossag.

A teljes variancia egy elemzés szempontjabdl két részbdl all:

Szisztematikus valtozatossag
altalunk el6idézett vagy altalunk kontrollalt tényez6 miatt van,
a modellliinkben szamolunk vele (nem, kisérleti csoportok, stb. hatasa)

Nem-szisztematikus valtozatossag
olyan valtozatossag, mely okardl nem tudunk szamot adni,
nem emeljik be a modellbe

Magassag (cm)
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(Ez egyenl6re egy kicsit pongyola meghatarozas, de a statisztikai érték jelentésének megértéséhez elég. A fogalmak
ennél pontosabb definicidjatdl egyelbre eltekintlink, majd a linearis regresszid alatt visszatériink ra.)



A fuiggo (kimeneti) valtozo teljes varianciaja: A magassagnak van egy variancidja, valtozatossaga.

A prediktor valtozd szerepe: A fliggd valtozd varianciat szeretnénk egy magyarazoé (prediktor) valtozéval, példaul a
nemmel magyarazni.

Modell: Latjuk, hogy a férfiak atlagosan magasabbak, mint a nék. Erre felallitunk egy modellt.

Hatas: A férfi és n6i minta atlaga kozotti kulonbség, az a varianciarész, melyet a magassagbol a nem megmagyaraz,
melyrél a modellel szamot tudunk adni.

Hiba: A mintakon bellli valtozatossag pedig a hiba, az a varianciarész, melyet a prediktor (a nem) nem magyaraz.
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Egy egyszerl példaként nézzik meg, hogyan szamolddik a t-préba t-érték!
Szamoljuk ki kiilonbozik-e férfiak és n6k magassaga!

(a t-prdoba képlete tobbféle lehet a minta tulajdonsagainak fliggvényében)
Van egy férfi és n6i mintank:

Elemszamok: n, =9 és n_=13 igy a teljes minta: N = 22

Atlagok: M. = 175 és M_ = 164

Szérasok: SD;=7,5SD,,=7,6

Szabadsagfok: n;-1+n_-1=N-2=20

Hatds: amit a magassaghdl a nem megmagyaraz (D, mint difference)
Dyiodel = M¢- M, =175-164 =11

Hiba: amit a magassag nem magyaraz

2 2

hatas 11

t-érték: t = b = 3270 = = 3,3639

A kapott t-értékhez és szabadsagfokhoz a t-tablazatban kereshetjtk ki a
szignifikancia értéket: p = 0,003
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hatas Ml_MZ

t-érték: t = — = t ésdf > P
hiba 2 2
SDq SD»
+
nq no
Vesd Ossze az elsé el6adas a populacio és minta kapcsolatabdl Férfifakhoz
kévetkeztetéseivel! Mitél fiigg, mennyire tudsz kimutatni egy hatast? predikalt értek

A hatas nagysagatol:

Evidens, minél nagyobb a hatas, az a variancia, amit meg tudsz magyarazni
(kGlonbség férfiak és n6k magassaga kozott), annal konnyebb lesz azt

kimutatni. — modell
A zaj, hiba nagysagatal: : /
Minél nagyobb a zaj, az a variancia, amit nem tudsz magyardzni (a csoporton ¢

bellli széras), anndl inkabb elveszik a zajban a hatds, annal nehezebb lesz a
hatast kimutatni.
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t
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Eppen ezért az olyan kisérleti elrendezések, melyek képesek lecsdkkenteni a
mérés zajat (ilyenek pl. az 6sszefliggd mintds probak — késébb megtanuljuk
miért) érzékenyebbek lesznek

magassag
[
hiba

Az elemszamtol

Az elemszam a nevez6ben szerepel osztdként, tehat minél nagyobb az —
elemszam, annal kisebb a nevez6, ergo nagyobb a t értéke

Az elemszam a szabadsagfokkal is 0sszefliggésben van, és a nagyobb
szabadsagfokhoz csucsosabb t-eloszlas tartozik, a kritériumszint kdzelében
kisebbek a p-értékek ergo kdonnyebb szignifikdns eredményre jutni.




,The six most confusing words in statistics: failed to reject the null hypothesis”
Rebecca G. Bettencourt




Szabadabb nyelvezettel — szamodra érthet6 modon megfogalmazva, milyen kérdésre keresel valaszt.
Példaul a kérdésekre:

Eltér férfiak és n6k magassaga? lgaz az, hogy a férfiak magasabbak, mint a n6k?

Van Osszefliggés magassag és suly kozott?

Egyértelmdlen igennel vagy nemmel megvalaszolhatd allitds (lasd hipotézis-iras szabalyai).
Példa hipotézisre:
Férfiak és n6k magassaga kozott kiilonbség van. A férfiak magasabbak, mint a ndk.
Magassag és suly kozott pozitiv 6sszefliggés van.



Tesztelni viszont a hatds |étezését nem tudjuk. Helyette amit tesztelni tudunk, az a hatas hianya.

Nincs hatasa a kisérleti manipulacidonak / nincs kapcsolat a valtozék kozott / nincs kiilonbség a mintdk
kozott.

Példa nullhipotézisekre:

Ha az a hipotézised, hogy férfiak és n6k kilonb6z6 magassaguak,

akkor a null hipotézis az, hogy férfiak és n6k magassaga kozott nincs kiilonbség,

(mert) férfiak és n6k a magassag szempontjabol egyazon populaciobdl szarmaznak

Ha az a hipotézised, hogy a magassag és suly 6sszefliggésben van,

akkor a null hipotézis az, hogy magassag és suly kozott nincs kapcsolat,

(mert) a magassag és suly a populacioban egymastol fliggetlen (ortogonalis) tulajdonsagok.
Ez az, amit tesztelni tudunk, amihez a eloszlasgorbe tartozik.

Az adott kisérleti elrendezésnek hatasa van a vizsgalt valtozéra / a vizsgalt valtozok kozott kapesolat van / a
mintak kozott kilonbség van.

Ha a null hipotézis valdszinlisége tul kicsi, akkor elvetjluk, és helyette elfogadjuk az alternativ hipotézist
igaznak.



Fisher és a teakdstolo no

193X-ben egy teazgatas soran a Rothamsted Kutatokozpont fiatal algakutatondje,
Muriel azt allitotta, hogy meg tudja allapitani, hogy az angol teajaba a tej vagy tea
kerult el6szor kitoltésre.

Kutatodi kérdés
Tényleg meg tudja allapitani, hogy a tej vagy tea kerult el6sz6r a csészébe?

Hipotézis
Muriel meg képes allapitani, hogy...

Null hipotézis
Muriel nem képes megallapitani, hogy...

Kisérlet

adjunk neki teakat, amikbe véletlenszeriien a tejet vagy teat ontjik el6szor, és
dontse el, szerinte melyik kerult el6szor a csészébe.

(a torténet szerint 6-8 csésze tedt kapott, mi a szemléletesség kedvéért adjuk egy
kicsit tobbet, 20 csészét!)

Az ifju Ronald Fisher



Ha igaz a null hipotézis, és csak talalgat, akkor is el6fordulhat, hogy eltalal
néhany csészét (ez véletlen szerepe).

Megvan a maga valdszinldsége annak, hogy egyet sem talal el, annak, hogy

egyet, kettot, stb... Annak valdszin(isége, hogy N csésze teabdl X darabot talal el:

™ G

pX;N _ 2N _ 2N

Példaul annak valdszinlisége, hogy a 20 csészébdl 5-6t talal el,

20 20!
Ps,zo — % — (5!*(20—5)!) _ 1’479%

220

Az ifju Ronald Fisher



Ha igaz a null hipotézis, és csak talalgat, akkor is el6fordulhat, hogy eltalal néhany

csészét (ez véletlen szerepe).

A valdszinlségek felrajzolhatoak egy eloszlasgorbén.

Valdszinliség

18%
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0%

Ha csak talalgat, a legnagyobb valdszinlsége
(17,620%) annak van, hogy a csészék felét talalja el.

3 4 5 6 7 8 9 10 11 12 13 14 15
Eltalalt csészék szama
Teak eltalalasi valészinlsége véletlen talalgatds esetén

16

Annak, hogy mind a
huszat eltalalja, 6sszesen
0,0000954%.

17

18

19

20

Muriel Bristol

Az ifju Ronald Fisher



Muriel Bristol

Most nézziik meg a kisérlet eredményét!

* Ha Muriel csak 13 csészét talalt volna el a huszbdl, akkor nem hinnénk el neki,
hogy van teakdstold képessége, hiszen véletlen talalgatassal is 7,393% esélye
volt, hogy eltalal 13 csészét, és annak, hogy legaldbb 13-at, 13,159%.

* De Muriel eltalalt 19-et a huszbdl! Véletlen talalgatassal ennek a valdszinlsége
csak 0,0019073%, és a legalabb 19 talalatnak pedig 0,002%!

18%

7,393%

16%

14% > 13,159%
12%

10%

0,0019073%
b 0,002%

8%

Valdszinliség
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. e L ) Az ifju Ronald Fisher
Teak eltalalasi valoszinlsége véletlen talalgatas esetén



Muriel Bristol

Mivel a nullhipotézis esetén annak a valdszin(isége, hogy Muriel ilyen jo
teljesitményt nyujtson, elképeszt6en alacsony,

« ezért elvetjuk a nullhipotézist (nincs tea-kdstold képessége),

* és helyette elfogadjuk az alternativ hipotézist, azaz elfogadjuk azt, hogy Muriel
tényleg meg tudja allapitani a tej és tea sorrendjét az angol teaban.
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Nézzuik ugyanezt a gondolatmenetet egy fliggetlen mintas t-probara!

Kutatdi kérdés
Van kiulonbség férfiak és n6k magassaga kozott? Igaz az, hogy a férfiak magasabbak, mint a n6k?

Hipotézis
Férfiak és n6k magassaga kozott kiilonbség van, a férfiak magasabbak, mint a nék.
Null hipotézis

Férfiak és n6k magassaga kozott nincs kilonbség, a magassag szempontjabol férfiak és nék ugyanabbdl a
populaciébdl szarmaznak.

Kisérlet
Lasd korabban: random kivalasztott 9 férfi és 13 n6é magassagat mértik le.



A fliggetlen t-probahoz hasznalt a t-érték.

hatas M; — M,
t = - =
hiba 5 5
SD,* , SD,
ny n,
Az azt abrazoljuk, hogy milyen valdszinliségek varhatok a statisztikai értékekhez a null

hipotézis esetén.

Azaz mennyi egy adott statisztikai érték (t-érték /
a férfi és n6i minta magassaga kozotti killonbség)
valdszinlisége akkor, ha a populacioban nincsen
eltérés férfiak és n6k magassaga kozott.

Null hipotézis esetén (azaz ha populacidoban nincs
kiilonbség férfiak és n6k magassaga kozott) melyik
statisztikai értéknek a legnagyobb a valdszin(isége?

A t-eloszlas gorbéjének alakja a szabadsagfoktol fugg.

20 esetén

t-értékek valdszinlisége df

0,4

0,35

0,3

0,25

0,2

0,15

0,1

0,05

Kisebb szabadsagfok
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t-értékek




Most szamoljuk ki a mintaink alapjan mekkora a tényleges t-érték (szamolast lasd korabban)

B hatas B 175 — 164

t = — —
hiba \/7,52 7,62
9 T3

Keressuk ki a statisztikai értéklinkhoz (t-értékhez) tartozé valdszinlségét!

( ): Adott t-érték vagy annal nagyobb érték el6fordulasi valdszinlisége, ha a
null hipotézis igaz.

0,4

0,35

Azaz annak valosziniisége,

20 esetén

0,3

hogy egy olyan populaciobdl, melyben nincsen
eltérés férfiak és n6k magassaga kozott,

0,25
0,2

—
0,15 t=3,3639
01 p =0,003

a véletlen mintavételezés soran sikerul egy olyan
férfi és n6i mintat kivalasztani, mely k6zott legalabb
t = 3,3639 mérték( kiiléonbség van,

t-értékek valdszinlisége df

0,05

0
p = 0,003, azaz 0,3%. TROTNMOOINNROL NG NOINONTORANTOONNTORM AL OO
! ! ! P NNy dddg ' 9998 0006 Hadd NNNN memm

t-értékek



Ha a null hipotézis teljeslilését feltételezve a kapott statisztikai érték el6fordulasi valoszinlsége nagyon
alacsony, akkor elvetjik a null hipotézist, és elfogadjuk az alternativ hipotézist.

Mit tekintsunk ,,nagyon alacsony”-nak?
Fisher definicidja alapjan legyen a kritérium 5%.

( ): az a valdszinlség, aminél a p-nek kisebbnek kell lenni ahhoz, hogy elvessiik a
null hipotézist.

0,4

Csak ha maximum 5% esély van arra,
hogy a minta véletlenul alakult ugy,
hogy ugy tlinik van valamilyen hatas,
pedig valdjaban nincsen, akkor hisszlik el

a hatas létezését.
-p <.05 ‘—‘

Szignifikancia érték (p-érték) Szignifikancia szint
annak valdszin(isége, hogy az  kritérium szint, aminél a p-nek
észlelt hatds a véletlen mive kisebbnek kell lennie ahhoz,

hogy elvessuik a nullhipotézist

0,35

20 esetén

0,3

0,25

~q =5% (t=1,725)

0,2

—
t = 3,3639
p = 0,003

0,15

0,1

t-értékek valdszinlisége df

0,05

t-értékek



»Elég a p < .05-6t kiirni”

,A szignifikancia szintet még a statisztikak elvégzése el6tt allapitottam meg,

ezért az érdekes csak, hogy p ennél kisebb vagy nagyobb, nem az, hogy
mennyi” — elavult elgondolas, mert:

egyik eredmény p =.051 -> p > .050
masik p =.049 p <.050
A két p-érték egymashoz nagyon kozel, ha viszont csak ugy jelenitjiik

meg, hogy kisebb vagy nagyobb 5%-nal, értelmezésiik teljesen mas lesz.
APA formatum szerint ki kell irni a p értékét 3 tizedesjegyig!

»Nagyon szignifikans hatast talaltam”

MUCH SIGNIFICANCE

A szignifikancia értékébdl a hatds dltaldnosithatosdgdra lehet kovetkeztetni, nem a hatds nagysdgara,

hiszen a szignifikancia értéke elemszamfliggé (is).
Attol, hogy valami szignifikans még nem biztos, hogy jelentfs.
Nagyon pici hatas is lehet szignifikans, ha példaul elég emberrel vettem fel.



Szignifikancia — gyakori tévedések

»Nem szignifikans a kiilbnbség, tehat a két minta egyenlé”
Ha nem tudom elvetni a nullhipotézist, attél még NEM lesz igaz
Lehet, hogy nincs hatas, vagy annyira gyenge, hogy nem tudom megmondani,
a véletlen mive-e.
A nem-szignifikans eredmény jelentése:
(1) A populacidban vélhetbleg nincs hatas
(2) tul nagy a zaj vagy tul kicsi a minta, hogy el merjem vetni a null hipotézist

MUCH SIGNIFICANGE S
y S -
=

»Szignifikans kiilonbséget talaltam, tehat tuti kiilonbéznek”
Valdszinliségekkel szamolunk. Ha valami szignifikans, az csak azt jelenti, hogy kicsi az esélye, hogy nincs

hatas, és mégis ilyen adatokat sikerult gyljtenem, de soha nem biztos a hatas |étezése



Elsé- és masodfaju hiba

A statisztikaban valdszinlségekkel dolgozunk, ezért barhogy dontink, mindig megvan a valdszinlsége,
hogy tévedtiink. Kétféleképpen tévedhetiink:

Type Il error
(false negative)

Els6faju hiba ( a - szint )

Amikor valamilyen hatasrdl azt hissziik, hogy létezik,
pedig nem.

Amikor a null hipotézist elvetjik, pedig igaz.

A tévedés maximalisan elfogadhato valdszinliségét a
szignifikancia szinttel hatdarozzuk meg, melynek értéke
Fisher kritériuma alapjan 5% alatt van.




Elsé- és masodfaju hiba

A statisztikaban valdszinlségekkel dolgozunk, ezért barhogy dontink, mindig megvan a valdszinlsége,
hogy tévedtiink. Kétféleképpen tévedhetiink:

Type Il error
(false negative)

Masodfaja hiba ( B - szint )

Amikor valamilyen hatasrol azt hisszuk, hogy nem
|étezik, pedig csak nem vettuk észre.

Amikor a null hipotézist megtartjuk, pedig nem igaz.

Cohen alapjan elvarhato érték 0,2 alatt van, tehat
maximum 20% esélye lehet annak, hogy nem vesziink
észre egy meglévl hatast




Az els6- és masodfaju hiba masra vonatkozik:

Els6faju hiba
Amikor a populaciéban nincsen jelen a hatas, mi mégis
szignifikans eredményre jutunk a mintaink alapjan.

Masodfaju hiba
Amikor a populaciéban jelen van a hatas, mi mégsem

tudtuk azt kimutatni.

A kettd kozott nem aranyos a trade-off.

Elsé- és masodfaju hiba

Type Il error
(false negative)




Arra valo képességet méri, hogy
ha a valtozonknak van hatasa, azt észrevesszik
a null hipotézist helyesen elutasitsuk, ha nem igaz.

A masodfaju hiba ellentéte
Masodfaju hiba: a populacidéban a hatas létezik, de mi nem tudtuk kimutatni.
Statisztikai érték: az a képesség, hogy ha a populacioban a hatas létezik, mi ki tudjuk mutatni azt.

Elfogadhatd minimalis értéke 1-15 = 0,8; tehat, akkor elfogadhatd egy vizsgalat, ha a populaciéban jelen
van a hatas, akkor azt 80% valdszinliséggel észre fogjuk venni.

Akkor jo egy vizsgalat, hogy ha a populacidéban tényleg ott van a hatas, és mi elvégezziik a vizsgalatot
rengetegszer, akkor legalabb a vizsgalatok 80%-ban szignifikans eredményt kapunk.



Populacié

A préba eredménye

Szignifikans Nem szignifikans
A hatas létezik A 80% B 20%
A hatas nem létezik C 5% D 95%

A/(A+B) = statisztikai eré

B/(A+B) = mdsodfaju hiba valdszinlisége

C/(C+D) = els6faju hiba valdszinlisége, azaz szignifikancia érték




* El kellene érni, hogy a<5% és B<20% legyen

Hatas nagysag

* Az elsé és masodfaju hiba kozott negativ, nem linearis
kapcsolat van:

Statisztikai * minél ,szigorubb” vagyok, annal kisebb lesz az
Eré els6faju hiba, de annal kevésbé valdszind, hogy egy
|étezb hatast ki tudok majd mutatni.

* Minél ,megengedbbb” vagyok, annal konnyebben
mutatok ki hatasokat, de annal inkabb fogom
tévesen is azt hinni, hogy van hatas.

Zaj nagysag

Konfiencia

szint * A mérés érzékenységét 3 tovabbi tényez6 befolyasolja:

* Hatasnagysag: Minél nagyobb a hatas, annal

kdnnyebb kimutatni (kiilonbség indonéz és norvég
emberek magassaga kozott). (Persze szeretnénk
minél kisebb hatas kimutatasara képesek lenni.)

* Zaj: Minél nagyobb a széras, annal nehezebb egy
hatast kimutatni.

* Elemszam: minél nagyobb az elemszam, annal
konnyebb egy hatast kimutatni.

20%

(’,‘ Q - els6faju hiba
P 0




Minél nagyobb az elemszam, annal kisebb hatas is szignifikans lesz.

Melyik esetben hiszed el inkabb, hogy kilonbség van a két csoport kdzott?

15 15 15
14 14 @ 14 g
13 o 13 E 8 13
o o g :
12 o 12 g B 12
11 11 ° 11 ©
10 10 10
0 1 2 0 1 2 0 1 2
Altag: 12,5 és 13 Altag: 12,5 és 13 Altag: 12,5 és 13
Sz6ras: 0,7 és 0,7 Szo6ras: 0,7 és 0,7 Sz6ras: 0,7 és 0,7
Elemszam: 2 és 2 Elemszam: 15 és 15 Elemszam: 100 és 100

Ha tényleg ott a hatas, minél nagyobb az elemszam, annal szignifikansabb lesz az eredmény, ha nincsen ott a
hatas, az elemszam ndvelése nem segit



Az el6z6 6sszefuggést felhasznalhatjuk a vizsgalatunk megtervezésekor.

Becsiljuk meg, vajon az adott vizsgalatban mekkora hatasra és hibara szamithatunk!
Ennek két mddja van:

Elméleti megfontolasok alapjan (pl. el6zetes tudas)

Pilot vizsgalattal
A becsult hatas és zajnagysag alapjan becsiljuk meg, mekkora minimalis elemszamra lesz
szikséglink, hogy az 5%-os szignifikancia szint mellett 80%-o0s statisztikai erével
rendelkezzlnk.

A mar felvett pilotminta értékei alapjan megtudhatjuk, hogy kortlbelil mennyi fével kell még
felvennlink a tesztet, hogy a hatas kimutathato legyen.

http://epitools.ausvet.com.au/content.php?page=SampleSize

Ingyen letdlthetd sokoldalu program: GPower



Szamoljuk a t-értéket ugy, hogy a férfiak atlagmagassagabadl vonjuk ki a n6két! Ekkor 3 lehet6ség van:

Nincs kiilonbség a férfiak és n6k magassagaban (null hipotézis).
t-érték nulla korul lesz.

1

Férfiak magasabbak a n6knél.
Ekkor a t-érték pozitiv lesz.

N6k magasabbak a férfiaknal.
Ekkor a t-érték negativ lesz.

t<0 0 >0



Két kiilon hipotézis-teszteléssel ellen6rzom azt a hipotézist, hogy a

szignifikans szignifikans

Ekkor viszont az els6faju hiba 5%-0s valdszinliségét kétszer engedtik meg.



Egyoldalu hipotézistesztelésnél az 5%-nak megfeleld szignifikancia-szintet az eloszlasgorbe egyik
oldalan helyezzik el, és a lehetséges kilonbségek csak egyik oldalat teszteljik.

Példaul ellendrizziik azt a hipotézist, hogy , A férfiak magasabbak a n6knél.”

Ekkor, ha a kiilonbség elég nagy,
és a férfi minta atlaga a nagyobb,
akkor szignifikans kiillonbséget fogok kapni a két minta kdzott.

Viszont ugyanakkora kilonbségnél,
ha mégis a n6i minta atlaga a nagyobb,
akkor a kiilonbség nem lesz szignifikans.

szignifikans

nem
szignifikans

e
®

"

y

(=]

5%



A probléma megoldhatd, ha két kilon hipotézis-teszteléssel ellenbrzom azt a hipotézist, hogy a

szignifikans szignifikans

Ekkor viszont az els6faju hiba 5%-os valdszin(iségét kétszer engedtik meg. Ezt korrigalni kell, ezért mindkét
tesztelés soran szigorubb, 2,5%-0s alfa szintet hasznalunk.

szignifikans szignifikans




Példa egyoldalu hipotézisekre:
A férfiak szorongasa magasabb a n6kénél.
A magassag és suly kozott pozitiv 6sszefliggés van.
A feladatban mért gyorsasag és pontossag negativan fugg 6ssze.
A tréninget kovet6en magasabb a személyek éntudatossaga, mint a tréninget megel&z6en.
Az dtven év feletti tdrsadalomban a nemi ardny eltér az 50-50%-t6l. Otven év felett tébb a né.

Kilonbség van anorexias és egészséges személyek BMI értékében. Az anorexiasok BMI értéke
alacsonyabb.

Példa kétoldalu hipotézisekre:
Férfiak és n6k szorongasaban kiilonbség van.
A tulorazas mértéke és a munkahellyel vald elégedettség kozt 6sszefliggés van.



( )

A hatas nagysagat adja meg a mintaban.
A megmagyarazott és teljes variancia aranya (a modell mennyit magyaraz a fligg6 valtozo valtozatossagabol)
Tobb effect-size mutato létezik.

( r) és annak négyzete (R?)
Az r 0-tdl 1-ig adja meg a megmagyarazott variancia aranyat
r < .10 — elhanyagolhatdan kicsi hatas
.10 £r < .30 —kicsi hatas, a variancia 1%-at tudjuk magyarazni
.30 <r=.50 —kozepes hatas, a variancia 9%-at tudjuk magyarazni
.50 < r —er0ls hatas, a variancia 25%-at tudjuk magyarazni

40 40 40 .
30 S 30 . : 30 ¢ g .
> * o - . *
) 20 i’ 20 I T
20 . s 4 P
* 3 . * e 0
10 . * 10 $ o ¢ . .
* : 0 * *
. 0 -3 . 2 7 12
0 3 2 7 12 -10
-3 2 7 12
r =1 az Y varianciajat teljesen r<1, de az Y varianciajanak nagy Az effect size még kisebb, az Y varianciajabdl

megmagyarazza az X részét meg tudjuk X-szel magyarazni még kevesebb tudunk X-szel megmagyarazni



Effect-size
* Cohen-féle d (delta) érték

* A két csoport atlaganak kilonbsége a szoras fliggvenyében
* Megadja, két minta mennyire van atfedésben egymassal

,_./ ~_
/\\ ,//\\




Mibdol mi kovetkezik?

teljes
variancia

megmagyarazott
variancia / pl. atlagok
kozotti kUlénbség

e

nem megmagyarazott
variancia / szoras

hatas

hiba

Az abra koncepcidjaban igaz, az

modell szabadsagfoka aktualis probak szamitasai
(pl. a mintak szamabal) eltérhetnek ettdl.

e

hiba szabadsagfoka /
elemszamok

* A statisztikai érték,

szabadsagfok(ok) és p-érték
egymasba egyértelmiien
atszamithatdak

Az effect-size a varianciak
aranyaibol egyértelm(ien
meghatarozgato.

Egyes effect-size mutatok és
statisztikai értékek az
elemszam ismeretében
atszamithatdéak egymasba (pl.
ilyen part alkot az r és t érték)

* A hatds nagysaga (effect size)

és valdszinlisége (p-érték)
kozotti 6sszefiiggés mindig a
szabadsagfokok fliggvénye!
Nem igaz, hogy egy kisebb
p-érték mindenképp nagyobb
hatassal jarna.
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Minden tesztnek van publikacids formaja, melyet kovetni kell
Pl. t(23) = 1.49 p = .023 (1-tailed) r = .24

D6t betdik:
A statisztikai jeloléseket d6lt betdvel kell irni
Pl. atlag: M, szoras: SD , t-préba: t
Ez aldl kivétel a konfidencia intervallum, amit nem szabad dénteni (95%-os Cl vagy Clys)

Kezdé nulla:
Azoknal a mutatéknal, melyek értéke nem haladhatja meg az 1-et (pl. szignifikanciaszint, effect-size), a
tizedesvessz6/pont el6tti nullat el kell hagyni
Pl. p=.023 vagy r=.52
Az eddigi diakon az egyszer(iség kedvéért nem igy szerepeltek az értékek, mostantél azonban
eszerint fogom publikalni a prébak eredményét
Figyelj! Nem mindegy, hogy p = 0.05 illetve p = .05 vagy p = 0.5 illetve p = .5
Ahol viszont meghaladhatja az 1-et, kotelez6 a kezdd nulla kiirasa

Pl. t(26)=0.123



p-érték
A p értékét ki kell irni 2 vagy 3 tizedes jegy pontossaggal.

Ez aldl kivétel, ha olyan kicsi/nagy az értéke, hogy nem fér bele a harom tizedes jegybe vagy nem
allapithatd meg pontosan

Eset _____ISPSS-hen ______|Helyesjelslés

p nagyon kicsi .000 p <.001
p a megjelenithetd tartomanyban van .034 p=.034
p tul nagy .200%*ll. 1.000 p >.200ill. p>.999

Egyes tablazatokban vagy grafikonokon néha csak csillaggal jel6ljik a szignifikanciat. llyenkor a tablazat
ala kell a csillagok jelentését irni.

Tukey HSD utdvizsgalat a kiilonb6z6 mértékben terhelt

csoportok kozotti kiilonbség vizsgalatara
% kK

Tabla 12. Tukey HSD utdvizsgalat a kiilonb6z6 mértékben terhelt csoportok kdzotti 20 x | |
kiilonbség vizsgalatara o |T I
Kiilénbség SE 5t - I
Kontrol Alacsony terhelés -1 0.886 g 10
Kontrol Magas terhelés -2,6 *** 0.859 ﬁ% 5
Alacsony terhelés Magas terhelés -1,6 ** 0.915 0
Kontrol Alacsony terhelés Magas terhelés

<. <.
SZIgmflkanS p 01 szinten; szmglflkans P 001 szinten ** szignifikans p < .01 szinten; *** szingifikdns p <.001 szinten



A statisztikai probaknal a kovetkez6 mutatdkat kell publikalni:
statisztikai érték (pl. t-érték, F-érték)
szignifikanciaérték (p-érték) és a préba oldalisaga (1-tailed vagy 2-tailed)
Effect size (pl. r, d, n, ¢, GJ) — nagyon ritkan, pl. feltételek tesztelésénél elhagyhaté
Szabadsagfok (df) — ez nem minden esetben van, de vagy hogy ketté is van

Minta bemutatasanal minden esetben kell publikalni:
Kozépérték (pl. atlag vagy median)
Szoéras
Elemszam

APA tizedespontot ir el6, magyar helyesiras tizedes vessz6t. Valaszthatsz, de légy konzisztens!

Felsorolasoknal (pl. tobb df esetén) tegyél szokozt, hogy elkulonitsd az értékeket pl. F(2, 33) a helyes az
F(2,33) helyett, mely tort szamként is érthet6

EgyenlGségjelek koré tégy szokozoket a konnyebb atlathatdsag érdekében



Roviditések gydjteménye

Statisztikaban gyakran

Mintara vonatkozo

Populacidra vonatkozo

hasznalt jeldlés jelolés jelolés
Elemszam nvagy N n N
Atlag (mean) M X u (,ma”)
Sz6ras (standard deviation) SD vagy s S o (,,szigma”)
Variancia Var vagy s? s2 02
Standard error SE vagy S.E. O
Konfidencia intervallum (confidence interval) 95% Cl vagy Clgy
p-érték p vagy Sig.
Pearson-féle korrelacios egyutthaté r
Cohen-féle delta d
Standardizalt érték (z-érték) Zvagy z
Szabadsagfok df
Els6faju hiba o
Masodfaju hiba B

Null hipotézis




