stathelp.hu

Készitette: Soltész-Varhelyi Klara

Egyszer( linearis regresszio elméleti hattere



Varianciaanalizis
(ANOVA)

.

.

( Egyszerd linearis

Y M A—>Y

regresszio

A

.

( Fékomponens- )

elemzés (PCA)
El

E2
E3

Faktorelemzés \
(EFA és CFA)

30

Tobbszoros linearis
regresszio

A
B—Y
c”

[ Ordindlis és

logisztikus regresszid

v g, — E1
g, — EZ%
g;—E3

Moderacid

g, —E1
g,—E2

(SEM)

Structural equation modeling \




Elmélet

© 1998 G. Meixner



Linearis Regresszid

Modellt épitiink a mért adatainkra, majd a modell segitségével megprébaljuk a prediktor valtozokbol
bejésolni a kimeneti valtozot.

* Prediktor valtozo és Kimeneti valtozo (mért értékek)
* Predikalt érték és Hiba
* Kimeneti érték = Modell segitségével a prediktor értékbdl predikalt érték + hiba
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Linearis regresszio tipusai

Egyszerl linearis regresszio (simple regression) Tobbszoros linearis regresszio (multiple regression)
Egyetlen prediktor valtozébdl prébaljuk Tobb prediktor valtozébdl josoljuk meg a kimeneti
megjosolni a kimeneti valtozot. valtozot.
Kor
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idlis halé Pszicholdgiai jollét
szociaishalo L) oo icholsgiai jollét zichologial)
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Linearis regresszio — mert a modellliink alapja egy egyenes.

Egy egyenes két adattal (paraméterrel) irhaté le — a regresszids elemzésben ezeket a nevezzik a két
regresszios egyltthatdnak, azaz koefficiensnek (regression coefficient).

* Konstans (b0) — a kezd6pont, ahol az egyenes az y tengelyt metszi.

* Meredekseg (b1) — egységnyi valtozas x-ben mekkora valtozast okoz y-ban

Egyenes egyenlet: y = b0 + b1 * x

Azonos konstans (b0),
de eltéré meredekség (b1)

12 4 12 4

Azonos meredekség (b1),
de eltéré konstans (b0)

' bl =+0,5 - bl =+0,5
10 1 10 1 bl=+0,5
8 1 8 | bl=+0,5
I bO=6 s
bO - 5 §> bl = O =
W, I bO=5 )
_ bO=3
2] | bl=-0,25 2]
0 ! 0




A linearis regresszio egyenlete

Predikalt ertekek kiszamolhatoak a modell segitségével a
prediktor értékekbdl a kovetkezb egyenlettel:

Y L * X s

pred,i
/ /
ik

_ b i
Predikalt érték Konstans /Predl tor
Meredekség

b, +

A mert ertekek és predikalt értékek kozotti kiilonbséget
nevezzuk a predikcio vagy a modell hibajanak:

Yi = Yoeai + & = b, + b, * X, + &

T T T o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
‘ Predikalt érték ‘ Konstans ‘ Prediktor ‘

Kimeneti érték Hiba Meredekség Hiba



Legkisebb négyzetek mddszere

Keressik azt az egyenest, mely a legkisebb hibaval jar, azaz a lehetd legjobban leirja a pontfelh6t!
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Egy adatsorra nagyon sok modell (nagyon sok egyenes) fektethet6, ezek kozil azt keressiik, amelyik
legjobban illik az adatokhoz (legjobban leirja azokat).

Sok becslési mod |étezik, de legelterjedtebb kozullk a (ordinary least
squares, OLS). A mdédszert a 24 éves(!) Gauss alkotta meg a Ceres torpebolygd palyajanak leirdsara.




Legkisebb négyzetek mddszere

Legkisebb négyzetek mddszere

1. Keressuk meg a pontfelhd kozéppontjat, ezzel fixaljuk az egyenes helyét!
* X és Y-valtozo atlaga
* Ezen biztosan atmegy az egyenes

2. Hatarozzuk meg az egyenes meredekségét!
* Valasszuk ki az ezen atmend egyenesek kozil azt, mely a legkisebb hibaval jar
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Legkisebb négyzetek mddszere

Azt a modellt keressiik, amelyik legjobban illik az adatokhoz, masként megfogalmazva, ahol a
legkisebb a kiilonbség a ténylegesen mért adatok és predikalt értékek (ergo az egyenesiink) kozott

Rezidualis hiba (angolul residuals): Eltérés a predikalt értékek (egyenes) és a mért adatok kozott

Négyzetes eltérés (squared residuals)
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Legkisebb négyzetek mddszere

Rezidualis hibak négyzetosszege (angolul sum of squared residuals, SS)
* a predikalt és mért értékek tavolsaga, az 6sszpontatlansag mértéke
* Azt az egyenest valasztjuk, melyben a legkisebb a rezidualis hibak négyzetdsszege

Ezt az egyenest hasznalva kisebb az 6ssztévedés, mint ezt az egyenest hasznalva
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Megtalaltuk a lehetd legjobb modellt, de mennyire jé az?

A kimeneti valtozo értékeit mennyire tudjuk megmagyarazni a prediktor valtozé(k)kal
azaz a kimeneti valtozo varianciajat hany szazalékban tudjuk magyarazni.

A hatds nagysdgdt irja le

megmagyarazott valtozatossag

effect size = : - -
teljes valtozatossag

A hatas és hiba aranya (a modell segitségével megmagyarazhaté rész és meg nem magyarazhaté
rész aranya)
A hatds valosziniségének becsléséhez sziikséges

hatas
hiba

statisztikai érték =



A kimeneti valtozo értékeit milyen mértékben tudjuk megmagyarazni a prediktor valtozd(k)kal
a kimeneti valtozo varianciajat hany szazalékban tudjuk magyarazni

megmagyarazott valtozatossag
teljes valtozatossag B

effect size =

= sum of squares of total — a mért értékek atlagtdl vald négyzetes 6ssztavolsaga
= sum of squares of model — a predikalt értékek atlagtél vald négyzetes 6ssztavolsaga

SSm SS;
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- linearis regresszidnal
A hatas és hiba aranya - a modell segitségével megmagyarazhato és
nem magyarazhato rész aranya

SS\,
o ... hatds _ dfy, _ _
statisztikai érték = hba = s, = =F 2> p
df,

= sum of squares of model — a predikalt értékek atlagtol vald
négyzetes 6ssztavolsaga

= sum of squares of residuals — a predikalt és mért értékek
eltérésének négyzetosszege

= modell szabadsagfoka — modell 6sszetettsége, prediktorok szama
= hiba szabadsagfoka — elemszam minusz becsult paraméterek szama

= egy prediktor valtozora jutd atlagos hatas — hatas
= atlagos pontatlansag a becslés soran — hiba

kimeneti valtozd

kimeneti valtozd
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prediktor valtozé
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Modellhez tartozo

SS khi-négyzlet _ _ 2 2 5 )

T o Q(df=k) = Z,%4Z,* + Z3* + .... + Z,
F — M Hibahoz tartozé

SSR khi-négyzet 22 Mért érték

eloszlas és 20 . »
de | szabadsagfoka 18 Rezidualis
()

“ Predikaltérték

Normalitas feltétele:
A becsult értékek hibajanak normaleloszlasa

kimeneti valtozé

Ha a hiba fuggetlen a modelltdl, akkor a j
kdzponti hatareloszlastétel miatt teljesul 2

prediktor valtozo

Rezidualis: predikalt és mért érték tavolsaga
SS. = Rez,2+Rez,? + Rez,? + .... + Rez, 2




F-érték és R? érték osszefoglalasa
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prediktor valtozo



kimeneti valtozo

kimeneti valtozo
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Legkisebb négyzetek
modszerével talaltuk
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prediktor valtozo
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kimeneti valtozé

10

SS,,

R?2 - effect-size mutato

Hatas nagysagat irja le.

R? =

F-érték — statisztikai érték

SSy
SS,

A szignifikancia értéket rendeljik majd hozza, a modell

altalanosithatdsagat irja le.

F =

SSM
MS, = SSr
dfg

- @\-——————-
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kimeneti valtozo

4 5 6

prediktor valtozo
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df; = N -1, ahol az elemszambdl kivonjuk az egyetlen 6sszefliggést az

atlagot. Az MS; a fuggd valtozo varianciajaval lenne egyenl§ — ezt a kifejezést 20
nem szokas hasznalni. e
df,, - a modell bonyolultsagat tukrozi, a prediktorok szamaval egyenld. -
dfy - a minta nagysagabdl kell kivonni a becsilt paraméterek szamat.
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10

kimeneti valtozé

oON B O

Egy prediktor esetén
df,, = 1, mert egy prediktor van,
és df; = N — 2, mert a két becsilt paraméter a konstans és a meredekség. 20

T
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1
1
([ ]
1

Két prediktor esetén
df,, = 2, mert két prediktor van,
és df; = N — 3, ahol a harom paraméter a konstans és a két prediktorhoz 4
tartozé dimenzidban a regresszios egyenes meredeksége 0

kimeneti valtozd

0 1 2 3 4 5 6 7 8 9 10

prediktor valtozé



Az elnevezésekbdl tobb verzid is van, és szerencsétlenul félreérthetéek:

SS,, SS,

(sum of squares of model) (sum of squared residuals)
ESS RSS

(explained sum of squares) (residual sum of squares)
SSR SSE

(sum of squares of regression) (sum of squares of errors)

kimeneti valtozo kimeneti valtozd

kimeneti valtozd
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Regresszids modell ,josaganak” leirasa
F-érték (statisztikai érték)

R-négyzet (effect-size mutato)

Regresszids egyenes leirasa

Az egyenes paraméterei (egyutthato, ei)
segitségével
A megadja, hogy

mennyi lenne a kimeneti valtozoé értéke, ha
(minden) prediktor értéke O lenne, ez az y tengely
metszéspontja

A megadja, hogy a
prediktor valtozo egységnyi valtozasa mekkora
valtozast hoz létre a kimeneti valtozoban
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Regresszios egyiltthatdk standard errorja

e e~ e )
O N 00 O O

A regresszios egyutthatokhoz (a konstanshoz is és a
meredekséghez is) tartozik egy standard error (SE)
erték is, mely megadja a paraméter
bizonytalansagat.

o e
RN Wb~ WU

=
o
\

Azt adja meg, hogy, ha tobbszor vennék mintat a
populaciobdl, és tobbszor elvégezném a regresszios,
akkor a kapott egyltthatéknak mekkora lenne a
szorasa.
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Modell altalanos értékelése a statisztikai
értékkel és effectsize mutatoval.

Prediktorok egyéni értékelése a hozzajuk
tartozé meredekséggel (illetve annak
standard errorjaval és a t-teszttel)

Szorongas

Szomorusag

Enhatékonysag

Cip6méret

Ha az F-érték és R? érték
megfeleld, akkor a modell j6

Depresszio
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Ha egy prediktornak nincs hatasa a kimeneti valtozora,

=R e
~ 0o

akkor a regresszios egyenes vizszintes lesz, tehat b1 =0),

[l S =
O R N W

mert barmilyen prediktor valtozé értékhez barmilyen
kimeneti valtozo érték tartozhat,

Vo)

ergo a legjobb predikcionk sem lesz jobb, mint a
kimeneti valtozo6 atlaga.

OFRLr NWPROUVLIONO

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

=N
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Ha egy prediktornak hatasa van a kimeneti valtozora,

e
() I N0

akkor a regresszios egyenes meredeksége szignifikansan
eltér a nullatdl.

N N
P NWRAWOM

Ezt t-teszttel ellendérizzik

=
0 O

bmere — bnullhip . bmert

t =
SE, SE,
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Ennek segitségével lehet a predikalt értéket

kiszamolni. ¢
Reklamba fektetett 6sszeg egysége 1millio Forint, és o T ]
az eladott koncertjegyek egysége ezer darab. 5 ~— | |
> I
Ha a modell konstansa b0 =5, azaz reklam nélkdl & A I
varhatdan 5000 jegyet tudok majd eladni, és § :
. . . , 3
és a reklamba fektetett 6sszeghez tartozo é :
meredekség b1l = 0,5, azaz a reklamba feketetett =) |
plusz egy millié Forint 500 darabbal ndveli meg az ® . :
eladott koncertjegyek szamat, - |
I
Akkor 2millid Forint reklam esetén 0 0 . , 5

N _ . .
5000 + 2*500 = 6000 db eladott jegyre szamithatok. Reklamba fektetett Gsszeg



Szorongas

Szomorusag Depresszio
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70
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Szorongas

Szomorusag

Depresszio

b1l - standardizalatlan regresszios koefficiens
¢ Skalafliggé,
¢ ezért kilonb6z6 skaldju valtozék hatasa nem 6sszehasonlithaté

B1 — standardizalt regresszios koefficiens

A meredekség skala fliggetlen mérdszama,

ezek alapjan mar 6sszehasonlithatdak a prediktorok.

S6t! A meredekségekhez kiszamolt konfidencia intervallumok
segitségével az is megallapithatd, két prediktor hatasa kozott
szignifikans-e a kilonbség.
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* A regresszios egyenes képlete: Y
A regresszios elemzésbdl tudjuk, hogy bO=5és bl =0,5

Azonosito Prediktor (X) Kimeneti (Y)

Predikalt (Ypred) Hiba (g)

O o0 NOYUL S WN -

=R R
W N R O

14
15
16

4,78
6,16
1,87
15,65
13,81
14,02
15,47
12,7
3,79
7,61
7,12
0,35
15,57
2,62
2,15

10
10,09
9
9,575
9,665
15,22
13,465
12,62
7,6
6,385
9,53

7
13,315
3,91
4,515

7,39
8,08
5,935
12,825
11,905
12,01
12,735
11,35
6,895
8,805
8,56
5,175
12,785
6,31
6,075

2,61
2,01
3,065
-3,25
-2,24
3,21
0,73
1,27
0,705
-2,42
0,97
1,825
0,53
2,4
-1,56

Eladott koncertjegyek (ezer db)

=b0 + bl * X, és a kimeneti valtozé értéke: Y, =Y
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* A regresszios egyenes képlete: Y
* Aregresszios elemzésbdl tudjuk, hogy bO=5 és b1 =0,5

Azonosito Prediktor (X) Kimeneti (Y)

OO NO UL WN

=R R
WwWN RO

14
15
16

6,16
1,87
15,65
13,81
14,02
15,47
12,7
3,79
7,61
7,12
0,35
15,57
2,62
2,15

10,09
9
9,575
9,665
15,22
13,465
12,62
7,6
6,385
9,53

7
13,315
3,91
4,515

pred,i

Regresszids egyenes egyenlete

Predikalt (Ypred) Hiba (g)

8,08
5,935
12,825
11,905
12,01
12,735
11,35
6,895
8,805
8,56
5,175
12,785
6,31
6,075

2,01
3,065
-3,25
-2,24
3,21
0,73
1,27
0,705
-2,42
0,97
1,825
0,53
-2,4
-1,56

Y

=b0 + bl * X, és a kimeneti valtozé értéke: Y, =Y

pred, 1

pred,i + Ei

=5+ 0,5*4,78 = 7,39

€1=Y-Y g1 =10 - 7,39 = 2,61

Eladott koncertjegyek (ezer db)

=
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Regresszids egyenes egyenlete

* A regresszios egyenes képlete: Y

ored,i = PO + bl * X, és a kimeneti valtozo értéke: Y, =Y

pred,i + Ei

* Aregresszios elemzésbdl tudjuk, hogy bO=5 és b1 =0,5

Azonositdé Prediktor (X) Kimeneti (Y) | Predikalt (Ypred) Hiba (g) Y =5 + 05*1547= 12 735

pred, 7
1 4,78 10 7,39 2,61
2 6,16 10,09 8,08 2,01
3 1,87 9 5935 3065 €7=Y-Y,.47=13,465-12,735=0,73
4 15,65 9,575 12,825 3,25 '
5 13,81 9,665 11,905 2,24 2 I
6 14,02 15,22 12,01 321 18

[y
~N

H
(e)]
°
[ 4
°

5 15 o0

8 12,7 12,62 11,35 1,27 %1:::::::::::::::c--::;:::
9 3,79 7,6 6,895 0,705 é 12 !
10 7,61 6,385 8,805 -2,42 § 10 i.
11 7,12 9,53 8,56 0,97 g : !
12 0,35 7 5,175 1,825 1:33 ¢ ¢ n i
13 15,57 13,315 12,785 0,53 ‘ % o !
14 2,62 3,91 6,31 -2,4 ’ i
15 2,15 4,515 6,075 -1,56 0 !

012 3 45 6 7 8 9 101112 1314151617 18 19 20
16 Reklamba fektetett 6sszeg (millio Ft)




Regresszio elemzés konyhanyelven
A prediktor valtozd(k)bol megprébaljuk bejésolni a kimeneti valtozot
A prediktorok valtozé valtozasa részben magyarazza a kimeneti valtozo valtozasat

R? - effect size mutaté
A kimeneti valtozdban valtozatossaganak mekkora része magyarazhato a prediktor valtozokkal

F — statisztikai érték
milyen a hatas és hiba aranya
Az F-értékbdl szamolhato a szignifikancia értéke

b és hozza tartozo t-prdba — a regresszios egyenes egyltthatdi (koefficiensei)
b0 az egyenes kezd6pontja, és bl az egyenes meredeksége

ha a prediktor valtozoé véltozasa (novekedése/csokkenése) valtozast okoz a fliggé valtozdban
(novekedést/csokkenést), akkor az egyenesnek van meredeksége, t-probaval ellendrizzik, hogy a
meredekség szignifikansan eltér-e a nullatol.

Standardizalt egyltthatok — b1l meredekség skalafliggetlen verzidi, ezek segitségével
hasonlithatok 6ssze a prediktorok.



Regresszidos mutatdk az életben

Standardizalatlan regresszids egyiitthatok

Ezek adja meg a regresszios egyenesiink
kezd6pontjat és meredekségét, tehat ez alapjan
tudjuk kiszamolni a predikcidinkat

A modell elég megbizhaténak R?, F érték és a hozza tartozo szignifikanica
tlinik, ezért batran lefoglalom a

Copper Box-ot, Bizok benne, ‘ Ez alapjan tudod eldonteni, mennyire megbizhato az
hogy meg fog telni! altalad felépitett modell, mennyire hihetsz a modell
alapjan tett predikcioknak

A modell tul megbizhatatlan. Ha
lefoglalom a CB-t, elég nagyot
bukhatok. Kellene néhany jobb

prediktor! Standardizalt regresszids egylitthato és t-proba

Tobb prediktor valtozo esetén ezek alapjan dontesz,
hogy melyik prediktor valtozok a leghasznosabbak
szamodra, melyek befolyasoljak a kimeneti valtozot
jelentds mértékben, melyekbdl lehet a kimeneti
valtozo értékét leginkabb bejdsolni.

‘1.
Ugy tinik, ma mar nem szamit "rediktorA‘-

annyira, hanyszor emliti a zenekart v
a Metal Hammer, sokkal inkabb,

hogy hanyan nézik meg Youtube-on.

Akkor az alapjan szamolom a
predikcidkat!
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Egyszer( linearis regressziorol beszéliink, ha egy prediktor és egy kimeneti valtozé kozotti linearis
Osszefluggést keressik

Az egyszer( linearis regresszid megegyezik a Pearson korrelacios eljarassal

Probaljuk meg bejosolni a reklamba fektetett 0sszegbdl azt, hogy hany koncertjegyet sikerilt eladni!

Feltételek: a linearis regresszio feltételeit majd tobbszempontos esetben nézzik at, most elegendd
a Pearson korrelacio ot feltétele: skala tipusu adatok, fuggetlen kitolt6k, normal eloszlas,
homoszkedaszticitas (=szorashomogenitas) és linearitas.
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Eladott koncertjegyek (ezer db)

O R NWPA UL N

01 2 3 45 6 7 8 9 10111213 14 1516 17 18 19 20
Reklamba fektetett 6sszeg (millié Ft)



Model Summary

Adjusted R |Std. Error of the
Model R R Square Square Estimate
1 ,780° ,608 ,601 2,309072

a. Predictors: (Constant), Reklamba fektetett 6sszeg (millid Forint)

ANOVA?
Model Sum of Squares df Mean Square Sig.
1 Regression 471,583 1 471,583 88,447 | ,000000000000339°
Residual 303,913 57 5,332
Total 775,496 58
a. Dependent Variable: Eladott koncertjegy (1000 db)
b. Predictors: (Constant), Rekldamba fektetett 6sszeg (millid Forint)
Coefficients?
Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 4,983 ,565 8,817 | ,00000000000307
Reklamba fektetett osszeg 502 ,053 780 9,405 | ,000000000000339
(millié Forint)

a. Dependent Variable: Eladott koncertjegy (1000 db)
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A Model Summary és ANOVA tabla tartalmazza a modell ,josaganak” mutatait.
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Model Summary
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Model

R

R Square

Adjusted R
Square

Std. Error of the
Estimate

Eladott koncertjegyek (ezer db)

1

,780°

R? ,608

,601

2,309072

a. Predictors: (Constant), Rekldmba fektetett 6sszeg (millid Forint)

O R, NWRUVIONO®

012 3 45 6 7 8 9 10111213 14 1516 17 18 19 20

Rekldmba fektetett dsszeg (millid Ft)

ANOVA?®
Model Sum of Squares df Mean Square F Sig.
1 Regression | ss = 471,583 | df, 1| Ms, 471,583 | F 88,447 | ,0000000000003394—" 236
Residual SSg 303,913 | dfy 57| MS; 5,332 azaz e
billiard
Total SS; 775,496 | df; 58

a. Dependent Variable: Eladott koncertjegy (1000 db)
b. Predictors: (Constant), Rekldmba fektetett 6sszeg (millid Forint)



A Koefficiens tabla tartalmazza a regresszios egyenes egyutthatoit — ezaltal a prediktor valtozo(k)
egyenkénti hatasat a kimeneti valtozora.

= N
0o W O

A regresszios egyenes egyenlete: Y = b0 + bl * x

predikalt

= e
IR < N

A b0 az x=0-hoz tartozo értéket adja meg (ahol az y tengelyt
metszi az egyenes).

=R e e
© O R N W

A bl az egyenes meredekségét adja meg standardizalatlan
formaban (a prediktor egységnyi valtozasara kimeneti valtozdban
bekovetkezd valtozast).

Eladott koncertjegyek (ezer db)

O R, NWRUVIONO®

Az SE az egyltthatok bizonytalansagat jelzi.

01 2 3 45 6 7 8 9 101112 13 14 1516 17 18 19 20
Rekldmba fektetett dsszeg (millid Ft)

Coefficients?

Standardized
Unstandardized Coefficients Coefficients
Tébbszempontos Model B Std. Error Beta t Sig.
elemzésnél minden 1 (Constant) b0 4,983 ,565 8,817 | ,00000000000307

prediktor itt lesz felsorolvaf | Reklamba fektetett dsszeg
(millié Forint)

bl ,502 ,053 ,780 9,405 | ,000000000000339

a. Dependent Variable: Eladott koncertjegy (1000 db)



Azonosito  Prediktor (X) Kimeneti(Y) | Predikalt(Y ) 19 o

I 1 4,78 10 7,39 | 13
2 6,16 10,09 8,08 .
3 1,87 9 5935 S 15
4 15,65 9,575 12,825 g 14
5 13,81 9,665 11,905 < °
6 14,02 15,22 12,01 5 11
| 7 15,47 13,465 12,735 | © 10
8 12,7 12,62 11,35 ¢ .
9 3,79 7,6 6,895 £ 7
10 7,61 6,385 8,805 7 6
11 7,12 9,53 8,56 .
12 0,35 7 5,175 3
13 15,57 13,315 12,785 2
14 2,62 3,91 6,31 (1)

15 2,15 4,515 6,075 0123456 7 8 9 101112 13 14 15 16 17 18 19 20

16 .. . Reklamba fektetett 6sszeg (milli6 Ft)
Coefficients
Standardized
T('jbbszempontos e Unstarl;dardized Cosii:;‘icEi(::(;crs Coe;fei;;ents t y
elemzésnél minden 1 1 (Constant) bO 4,983 ,565 8,817 ,00000030000307
prediktor itt lesz felsorolva — = Rekldmba fektetett Gsszeg bl 502 053 780 9,405 | ,000000000000339

(millié Forint)

a. Dependent Variable: Eladott koncertjegy (1000 db)
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R - korrelacié a mért kimeneti értékek és predikalt értékek kozott

[l i
(2 NE N e < Vo]

Rczldj - az R2 korrekcidja az elemszamot és a prediktorok szamat

figyelembe véve. Megadja, hogy mekkora magyarazéerdre szamithatunk a
populaciéban

e e el el
OO R NWRWM

Eladott koncertjegyek (ezer db)

Kimeneti (Y) | Predikalt (Y,,.,) Model Summary 3
10 7,39 Adjusted R [Std. Error of the g
10,09 8,08 Model R R Square Square Estimate 4
9 5,935 1 R ,780°| R? ,608|RZ; 601 2,309072 ;
9,575 12,825 _ - - —_— .
9,665 11,905 a. Predictors: (Constant), Reklamba fektetett 6sszeg (millié Forint) o
15,22 12,01 0 1 2 3 456 7 8 9 1011121314 1516 17 18 19 20
13,465 12,735 . Reklamba fektetett osszeg (millié Ft)
12,62 11,35 ANOVA
¢ 37£ g':gg Model Sum of Squares df Mean Square F Sig.
;'3,53 é,56 1 Regression SS, 471,583 | df, 1| MsS,, 471,583 | F 88,447 ,000000000000339°4—" 339
7 5,175 Residual SSy 303,913 | dfg 57| MS; 5,332 azaz g
13,315 12,785 Total SS; 775,496 | df; 58
3,91 6,31 a. Dependent Variable: Eladott koncertjegy (1000 db)
4,515 6,075 ] , . R .
b. Predictors: (Constant), Rekldmba fektetett 6sszeg (millid Forint)




20
19
18
17
16
15

A B (tablazatban Beta) a standardizalt meredekség, mely alapjan tobb
prediktor hatasa 6sszehasonlithato.

==
N W b

11
10

w

A t-prébaval és a hozza tartozo szignifikanciaval ellendrizhetjlk,
hogy a meredekség szignifikansan eltér-e nullatdl, azaz a
prediktornak van-e szignifikans hatasa a kimeneti valtozoéra

Eladott koncertjegyek (ezer db)

O R, N WAL GOSN

01 2 3 45 6 7 8 9 101112 13 14 15 16 17 18 19 20
Reklamba fektetett osszeg (millié Ft)

Coefficients?

Standardized

; Unstandardized Coefficients Coefficients
Tébbszempontos 1 Model B Std. Error Beta t Sig.

elemzésnél minden 1 (Constant) b0 4,983 ,565 8,817 | ,00000000000307

prediktor itt lesz felsorolvaf | Reklamba fektetett dsszeg
(millié Forint)

bl ,502 ,053 | B1 ,780 9,405 | ,000000000000339

a. Dependent Variable: Eladott koncertjegy (1000 db)



Néhany megjegyzés:

Kapcsolat Pearson korrelacidval 20

19
18

A Model Summary tabla R értéke megegyezik a Pearson- -
korrelacidbdl kaphaté r-értékkel, hiszen az egyprediktoros 0
linearis regresszid ,,csupan” egy Pearson korrelacio.

S
N W D

11

Az ANOVA tabla szignifikancia értéke is azonos a Pearson
korrelacid 2-tailed szignifikanciajaval.

=
o o

Eladott koncertjegyek (ezer db)

Kapcsolat F-érték és a b1 koefficiens kozott

Az ANOVA tablaban a prediktorhoz tartozo t-proba t-értékének
négyzete megegyezik az F értékkel, hiszen a df,, = 1.

O R, N WA ULIO N

01 2 3 456 7 8 9 101112 13 141516 17 18 19 20

Ennek gyakorlati jelentése az, hogy a kimeneti valtozo Rekdlimba fektetett osszeg (millo
variancidjanak modellel megmagyarazhato részének egészéért Correlations
az egy darab prediktor valtozé felel8s. E'adcztltolg’o”;f);t’egy
Ez tobbszempontos elemzésben mar nem lesz igaz — ott tobb Reklamba ~ Pearson 780"
. ;. - . s fektetett Correlation ’

prediktor hatasanak ereddje lesz a regresszids egyenes, ) L .

o . osszeg (millié  Sig. (2-tailed) | ,000000000000339
melyhez az F-érték tartozik. Forint) \ 59

**_ Correlation is significant at the 0.01 level (2-tailed).



Egyszer( linearis regresszio JASP-ben




A reklamba fektetett 6sszeq pozitiv hatassal van az eladott
koncertjegyek szamara.

Egyszer( regresszidban a feltételek megegyeznek a Pearson korrelacio feltételeivel!
* Fuggetlenség
* Skala mérési szint
* Normalitas
* Szérashomogenitas
* Linearitas
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Linear Regression

Model Summary - Koncertjegyek

Model R R2 Adjusted R2 RMSE
H- 0.000 0.000 0.000 3.657
H 0.780 0.608 0.601 2.309
ANOVA
Model Sum of Squares df Mean Square F p
H, Regression 471.583 1 471.583 88.447 <.001
Residual 303.913 57 5.332
Total 775.496 58
Note. The intercept model is omitted, as no meaningful information can be shown.
Coefficients
Model Unstandardized Standard Error Standardized t p
Hag (Intercept) 9.483 0.476 19.921 <.001
H, (Intercept) 4.983 0.565 8.817 <.001
Reklam 0.502 0.053 0.780 9.405 <.001




Model Summary

kimeneti

Adjusted R Std. Error of
Model R R Sguare sSquare the Estimate
1 4693 220 186 732620
a. Predictors: (Constant), predi
ANOVA*
sum of
Model squares df Mean Square F Sig.
1 Regression 347 355 1 347 355 6,472 018"
Fesidual 1234 485 23 53673
Total 1581,840 24
a. DependentVariable: kimeneti
b. Predictors: (Constant), predi
Coefficients™
sStandardized
Unstandardized Coefficients Coefficients
Model B std. Error Beta t Sig.
1 (Constant) 25175 4471 5631 000
predi 189 078 468 2544 018

a. DependentVariable: kimeneti
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40,007

30,00

20,00




Model Summary

Adjusted R Std. Error of
Model R R Sguare sSquare the Estimate
1 6733 453 428 6,13531
a. Predictors: (Constant), pred2
ANOVA*
sum of
Model squares df Mean Square F Sig.
1 Regression 716,075 1 716,075 19,023 ,DDDb
Fesidual 865, 7T6S 23 37 642
Total 1581,840 24
a. DependentVariable: kimeneti
b. Predictors: (Constant), pred2
Coefficients™
sStandardized
Unstandardized Coefficients Coefficients
Model B std. Error Beta t Sig.
1 (Constant) 54131 4 352 12,438 000
pred? -, 286 066 - 673 -4 362 000

a. DependentVariable: kimeneti

kimeneti

/0,007

40,007

30,00

20,00

T
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T
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pred2

T
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Model Summary

Adjusted R Std. Error of
Model R R Sguare sSquare the Estimate
1 580 337 226 8, 70704
a. Predictors: (Constant), pred3
ANOVA*
sum of
Model squares df Mean Square F Sig.
1 Regression 231,125 1 231,125 3,048 131b
Fesidual 454 B7S 75813
Total 686,000 7
a. DependentVariable: kimeneti
b. Predictors: (Constant), pred3
Coefficients™
sStandardized
Unstandardized Coefficients Coefficients
Model B std. Error Beta t Sig.
1 (Constant) 19 375 9,735 1,980 094
preda3 5avh 3,078 580 1,746 31

a. DependentVariable: kimeneti

kimeneti
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Model Summary

Adjusted R Std. Error of
Model R R Sguare sSquare the Estimate
1 2298 052 043 8,215497
a. Predictors: (Constant), pred4
ANOVA*
sum of
Model squares df Mean Square F Sig.
1 Regression 366,180 1 366,180 5,425 022b
Fesidual BE15,210 98 67,502
Total G981,390 99
a. DependentVariable: kimeneti
b. Predictors: (Constant), pred4
Coefficients™
sStandardized
Unstandardized Coefficients Coefficients
Model B std. Error Beta t Sig.
1 (Constant) 30,536 2,361 12,936 000
predd 30 056 229 2,328 022

a. DependentVariable: kimeneti

kimeneti
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Model Summary

Adjusted R Std. Error of
Model R R Sguare sSquare the Estimate
1 6733 453 430 613142
a. Predictors: (Constant), preda
ANOVA*
sum of
Model squares df Mean Square F Sig.
1 Regression 717170 1 717170 19,077 ,DDDb
Fesidual 864 670 23 37,5094
Total 1581,840 24
a. DependentVariable: kimeneti
b. Predictors: (Constant), preda
Coefficients™
sStandardized
Unstandardized Coefficients Coefficients
Model B std. Error Beta t Sig.
1 (Constant) 19 4596 3,955 4929 000
preds 254 059 G773 4 368 000

a. DependentVariable: kimeneti

kimeneti

/0,007

50,00

40,007

30,00

20,00

T I T ! T
20,00 40,00 60,00 30,00 100,00

preds



Model Summary

Adjusted R Std. Error of
Model R R Sguare sSquare the Estimate
1 7453 Raldla 547 571458
a. Predictors: (Constant), predg
ANOVA*
sum of
Model squares df Mean Square F Sig.
1 Regression 2158,739 1 2158,739 66,105 ,DDDb
Fesidual 1730,789 53 32 656
Total 3880 527 54
a. DependentVariable: kimeneti
b. Predictors: (Constant), predg
Coefficients™
sStandardized
Unstandardized Coefficients Coefficients
Model B std. Error Beta t Sig.
1 (Constant) 17,9589 2,279 R=1 1 000
preds 286 036 45 8,130 000

a. DependentVariable: kimeneti

kimeneti

/0,007

50,00

40,007

30,00

20,00

T T
30,00 100,00



Model Summary

kimeneti

Adjusted R Std. Error of
Model R R Sguare sSquare the Estimate
1 2852 081 RIEY 7,95030
a. Predictors: (Constant), pred?y
ANOVA*
sum of
Model squares df Mean Square F Sig.
1 Regression 128,074 1 128,074 2,026 168"
Fesidual 1453 766 23 63,207
Total 1581,840 24
a. DependentVariable: kimeneti
b. Predictors: (Constant), pred?
Coefficients™
sStandardized
Unstandardized Coefficients Coefficients
Model B std. Error Beta t Sig.
1 (Constant) 28 805 4 581 6 506 000
predy J62 114 285 1,423 168

a. DependentVariable: kimeneti

/0,007

50,00

40,007

30,00

20,00




Model Summary

Adjusted R Std. Error of
Model R R Sguare sSquare the Estimate
1 7453 560 52 568013
a. Predictors: (Constant), pred8
ANOVA*
sum of
Model squares df Mean Square F Sig.
1 Regression 2178539 1 2179,539 67,553 ,DDDb
Fesidual 1709,988 53 32 264
Total 3880 527 54
a. DependentVariable: kimeneti
b. Predictors: (Constant), pred8
Coefficients™
sStandardized
Unstandardized Coefficients Coefficients
Model B std. Error Beta t Sig.
1 (Constant) 58 591 3,037 19622 000
preds -,285 035 - 749 -8,219 000

a. DependentVariable: kimeneti

kimeneti

/0,007

40,007

30,00

20,00

T
40,00

T
60,00




