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K darab fiiggetlen prediktor valtozo esetén:
A pontfelhé ben képzelheté el, ahol k a prediktorok szama, a plusz 1 pedig a
kimeneti valtozo tengelye. A regresszids egyenes ebben a tobbdimenzids térben halad.
Egyutthatok:

A regresszios egyenes tovabbra is egy pontban metszi az Y tengelyt (ott, ahol minden prediktor értéke
0), tehat egyetlen b, konstanst tartalmaz az egyenlet.

A regresszios egyenes meredekségét viszont dimenzidonként vizsgalhatjuk, azaz minden prediktorhoz
kiilén b, érték fog tartozni.
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pred i

A regresszios egyenes képlete:
=by+ b, "X, +b,*X,; +.... + b, *X, ;, ahol i az egyedek, k pedig a prediktorok indexe

Tobb prediktor valtozé linearis komblnaC|OJa hozza |étre a kimeneti valtozo predikalt értékét

Példa: Y.

Y=Y
Y,

pred,i
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A kimeneti valtozo értéke:
+&=(by+b, "X +b,*X,; +.... + b, X ) + g
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A mutatok bonyolultabbak a tobbdimenzids tér miatt, de jelentéstik ugyanaz

F - A hatas és hiba aranya
Ehhez rendeljiik a szignifikancia értéket

R? - Effect-size mutato
a modellink mennyit magyaraz a kimeneti valtozé varianciajabdl

R - Korrelacio a modell altal predikalt értékek és a valos értékek kozott

Ha tokéletesen be tudnank josolni a kimeneti valtozot, akkor nem
lenne hiba a joslatban, a predikalt és mért értékek korrelacidja 1
lenne

b0 — Konstans

ha minden prediktor értéke nulla lenne, ennyi lenne a kimeneti
valtozo értéke (itt metszi a regresszios egyenes az y tengelyt)

b1-ek és t-probak
Prediktor valtozonként meredekségek
Prediktor valtozdk hatdsa a kimeneti valtozora

R=.662
Prediktor Kimeneti| Predikalt Hiba
(X) (Y) (Yored) ~ (€)
4.38 10.22 9.78 0.44
6.27 10.09 9.59 0.50
2.65 9.23 9.95 -0.72
14.32 8.57 8.79 -0.22
R=1
Prediktor Kimeneti| Predikalt Hiba
(X) (Y) (Yored)  (€)
5.50 11.00 11.00 0
6.12 12.24 12.24 0
6.35 12.70 12.70 0
8.46 19.92 19.92 o)




Modell felépitése & a modell szerkezete

Prediktor
valtozdl

A modell kimenetét meghatarozza a prediktor
valtozok

1. egymashoz valé viszonya

Prediktor Kimeneti

valtoz62 valtozo 2. kivalasztasa és szama

3. a modellbe épitésiiknek sorrendje (a modell
felépitésének maodja).

Prediktor
valtozo3




Z0ld prediktor segitségével megmagyarazott rész

Kimeneti valtozo

Kék prediktor segitségével megmagyarazott rész
A kimeneti valtozo valtozatossaganak

azon része, amit egyik prediktor sem magyaraz






Prediktorok viszonya

A prediktorok egymashoz valé viszonya

Yoredi = b, + bl*xl,i + bz*XZ’i +...+ bk*Xk’i

Ha a valtozdim korrelalatlanok,
* akkor minden prediktor mas részt magyaraz a kimeneti
valtozoé varianciajabadl,
> tehat predikalt érték a prediktorok hatasanak linearis
kombinacidjaként fog dsszeallni,
* azaz az egyéni hatasok egyszerlen 6sszeadddnak

Korrelald prediktor valtozoknal
* a prediktorok részben ugyanazt a részt magyarazzak
a kimeneti valtozébal,
* ezért , versengeni fognak” a kimeneti valtozo varianciajaért




Példa korrelalatlan prediktor valtozok viselkedésére
és Prediktor2 : r =.000338 p =.998
:r=-337p=.017

Kimenet
Kimenet

és
e

Regresszios modellek:

* A magyarazo er6k 6sszeadodnak R?

predl

* A meredekségek ugyanazok maradnak

s Prediktor2: r=.350p =.013

2 —
+R pred2 —

R2

kozos

Prediktorok viszonya

Model Summ . .
Y Model Summary Regresszio Pred2-ve| | Model Summary Regresszio
R Square R Square R Square Predl és Pred2-vel
d14 22 236
ANOVA® 122 ANOVA® ' ANOVA®
Sum of Mean Sum of Mean Sum of Mean |
Model Squares df Square F Sig. Model Squares df Square F Sig. Model Squares df Square F Sig.
Regression | 4363257 | 1 | 4363,257 | 6152 | .017° ||| Reoression | 4703528 | 1 | 4703528 [ 6609 | 013" || | Reoression | oo06g852 | 2 | 4534926 | 7265 | 002°
Residual 34044123 | 48 | 709,253 Residual 3370385 | 48 702,164 Residual 29337,528 | 47 24,203
Total 38407,380 49 Total 38407,38 49 Total 38407 380 45
Coefficients® Coefficients® Coefficients®
Unstandardized | Standardized Unstandardized | Standardized Unstandardize | Standardized
Coefficients Coefficients Coefiicients Coeficients d Coefficients Coeflicients
Model B Beta t Sig. Model B Beta t Sig. Model B Beta t Sig.
(Constant) 0,138 7,933 | 000 (Constant) 24,376 2,903 006 (Constant) 40,694 4055 ,000
Prediktor 1 -,339 -337 | -2480 | 017 Prediktor 2 349 350 | 2,588 013 Prediktor 1 -,339 -337 | -2,645 011
Prediktor 2 345 350 2,746 009




Prediktorok viszonya

Példa korrelal6 prediktor valtozdk viselkedésére
* Prediktor3 és Prediktor4d : r=.258 p =.070
* Kimeneti és Prediktor3:r=.331 p=.019
* Kimeneti és Prediktor4: r =.338 p =.016

Regresszios modellek:
* A magyarazé er6k nem adédnak éssze: R .41 + R .4 # R% 66
* A meredekségek mérséklodnek, s6t bar a modell szignifikans, egyik prediktor sem &

Model Summery Regresszid Pred3-mal [j Mot Summary Regresszi6 Pred4-gye| | _ Model Summary Regresszid
R Square R Square R Square Pred3 és Pred4—gye|
110 ANOVA? 14 ANOVA® 178 ANOVA®
Sum of Mean Sum of Mean Sum of Mean
Model Squares df Square F Sig. Model Squares df Square F Sig. Model Squares df | Square F Sig.
Regression 4208463 1 4208,463 | 5,907 .ﬂ19b Regression 4387 942 1 4387 942 (6191 ,(1‘15':' Regression 6832121 2 | 341606 5,085 ,'J1Uh
Residual 34198,917 48 712,477 Residual 34019,438 48 708,738 Residual 31575,259 47 | 671,814
Total 38407,380 49 Total 38407 380 49 Total 38407380 49
Coefficients® Coefficients® Coefficients®
Unstandardize | Standardized Unstandardize | Standardized Unstandardized | Standardized
d Coeflicients Coefficients d Coefficients Coefficients Coefficients Coefficients
Model B Beta t Sig. Model B Beta t Sig. Model B Beta t Sig.
(Constant) 24 546 2795 | 007 (Constant) 24 652 2875 | 006 (Constant) 13,273 1,294 | 202
Prediktor 3 333 331 | 2430 | 019 Prediktor 4 386 338 | 2488 | 016 |} | Predikior3 263 261 | 1,907 | 083
Prediktor 4 308 271 1,976 | ,054




Prediktorok szama
Helytelen rengetek véletlenszeriien kivalasztott valtozot a modellbe dobni

Regresszios egyenes szempontjabol
NG a becsilt paraméterek (b1l értékek) szama, és az esetleges atfedések mértéke a
prediktorok kozott (n6 ,, verseny”, amivel a prediktorok szembestilnek)

Statisztikai szempontbadl
N6 a modell bonyolultsaga.
NG a modell specificitasa, és igy csokken a generalizalhatosag.
A tulspecifikalt modell lehet nagyon pontos a mintan, de nem feltétlenlil az a populacidban
is (nem generalizalhato),
mert a modell ,ratanul” a mintaban |évé zajra is.

Gyakorlati szempontbdl
A valtozék szamanak novelésével nd a sziikséges elemszam.



Prediktorok sorrendje

A prediktorok modellbe valé épitésének sorrendje

Ha a valtozoim korrelalatlanok,

* akkor nem szamit a modellbe épités sorrendje,

* mert minden prediktor mas részt magyaraz a kimeneti
valtozo varianciajabdl,

* tehat a hatdsok 6sszeadddnalk,

* az 0sszeadas elemei pedig felcserélhet6ek

Korrelald prediktor valtozoknal

» fontos a modell kialakitasanak maddja

* mert a prediktorok részben ugyanazt a
részt magyarazzak a kimeneti valtozobal,

- ezeért ,versengeni fognak” a kimeneti
valtozdé varianciajaért




A modell felépitésének modja(i):
Enter (forced entry)
Hierarchikus (blockwise)

Stepwise modszercsalad



Enter (forced entry)

A modellbe egyszerre lépnek be a valtozdok
Minden valtozé a modellbe kerdl

Egy prediktor hatasat csak az 6sszes tobbi prediktor
kontextusaban tudjuk értelmezni




Hierarchikus (blokkonként — blockwise model)
A valtozék sorrendjét a kutatd adja meg (el6zetes tudasa,
sejtése alapjan)

El6szor azok a valtozdk kertilnek a modellbe,
melyek a hipotézisek szempontjabdl fontosabban
melynek mar ismerjik a hatasat
melynek varhatdan legnagyobb a hatdasa
vagy amelyekre kontrollalni akarunk

Egy blokkba
tobb valtozo is tartozhat,
és ezeknek kilon megadhatjuk a belépési modjat

O O

©O0O




Prediktorok sorrendje

Stepwise modszerek

* A modellbe valé kerilést matematikai kritériumok A NEEVAN
szabjak meg

ZANERPVAN
* Ha egy prediktor nem tud szignfikans mértékben /
hozzaadni a modellhez, nem kerul bele

* Tobb fajta is létezik:
* Forward, Backward, Stepwise




Ha van tudomanyos elképzelésed, hasznalj blockwise (hierarchikus) modszert
A blockwise mddszer lehetéveé teszi, hogy az el6zetes tudasod is szamitasba vedd, a szamodra
fontosabb valtozdkat kiemeld.

Ha feltard vizsgalatot végzel, hasznalj enter modszert
A valtozé modellbe valo kerilését nem befolyasoljak az el6zetes elképzeléseid, tudasok.
Pontosabb képet kapsz a prediktor valtozék és a kimeneti valtozé kapcsolatardl, plusz a prediktor
valtozék egymassal vald kapcsolatardl is.

Ha , csak” a leggazdasagosabb modellt keresed, hasznalj stepwise modszert
Megkeresi azt a modellt, ahol a lehet6 legkevesebb valtozéval a lehetb legpontosabb jéslatot lehet
tenni. Példaul, ha célod, hogy lehetbleg kevés prediktor valtozdval kapj pontos becslést (mert a
prediktor valtozok felvétele pénzbe kerdl).
Hatranya, hogy a valtozokrdél 6nmagunkban kevés informaciot ad.
Fennall az overfitting veszélye.
Sokat tamadjak, mert tisztan matematikai és véletlenen alapuld dontések hatarozzak meg a
modszert — minden fontos dontést , kivesz” a kutato kezébdl. Van folyoirat, mely nem fogad el cikket
stepwise modszerrel.



Prediktorok sorrendje

2\ Z\
Osszetett modellek
* A beléptetés maodjait lehet kombinalni Q Q
* PI. egyik blokkban Enter mddszerrel [épnek
be a valtozdék, masik blokkban stepwise-zal @




Tobbszoros linearis regresszid a gyakorlatban

Reklamba
fektetett 6sszeg

Videoklipp Eladott
nézettsége koncertjegyek
Youtube-on szama

Posztok szama
szocialis
médiaban




Utolso videoklipp yogtl.g't):e nézettsége (ezer Megosztasok szama szocialis médiaban
nézd

y, y, Vi Vi Vi Eladott koncertjegy (ezer db) Reklamba fektetett dsszeg (millis Forint) haponta
Példa modell felépitésére [ 3 -
J6soljuk be az eladott koncertjegyek szamat L3 o%:g: ot °° 5 :i“:ogfe"?:
(kimeneti valtozd) abbdl, hogy S fes
* mennyit fektetnek a koncert 0zasaba 1

(qp 49z3) ABaluaauoy nope|g

* mekkora a zenekar nézettsége Youtube-on . ?, A

* naponta atlagosan hany poszt szlletik a zenekarrol ] el o L
0g g o 4 @ oo o%
: “’58 = ;‘,’C%D
Korreldcidk a koncertjegyekkel (kimeneti valtozdval): ( ® oo oo o oo o
%% o8q, 4 © 02 8 e 9®
. :r=.780 p <.001 (~60%) © o

(3uno 4 o) Bazssg najanya) equieay

* Youtube:r=.643 p<.001 (~41%) .
* Poszt:r=.639p<.001 (~41%) | 3

Korrelacio a prediktorok kozott:
. x Youtube: r=.393 p=.002 (~15%)

(ozau

. X Poszt: r =.435 p =.001 (~18%)
* Poszt x Youtube: r=.884 p <.001 (~78%)

ejuodeu

ueqeipIw SIeI20Zs ewezs yose3zsoba  J9za) aBaspezau aqnnoA ddipjeapia osjoin




Példa modell fe

Mi torténik ha ENTER moddszert valasztunk? VANEEVANEEVAN
*  Mindharom valtozo egyszerre keril a modellbe.

épitésére

A hatasat viszonylag pontosan latni
fogjuk, hiszen viszonylag fliggetlen a tobbi
prediktortol

* A youtube és poszt hatasat nem tudjuk igazan
felmérni, mert tul nagy az atfedés kozottik, az
altaluk megmagyarazott varianciarész tul nagy

részén kell egymassal osztozniuk Coefficients®
Standardized
. . nstandardized Coefficients Coefficients
* A posztnak, ami 78%-ban osztozik a youtube-bal Model 5 St Error Beta i Sig.
és 18%-ban a mal, szinte semmilyen b Lo 3,001 871 4807 | 000
onallé variancia rész nem jut, igy nem is lesz 635289 (milld Foriny 390 049 e
szignifikdns — bar 6nalldan 41%-ot magyarazott R e 002 001 320 | 228 | 02
Volna Megosztasok szama
szocialis médiaban .oo3 006 g2 546 587
naponta

a. DependentVariable: Eladott koncertjegy (ezer dhb)



Linear Regression

Model Summary - Koncertjegyek

Pearson's Correlations Model R R Adjusted R* RMSE
Variable Koncertjegyek Reklam Youtube Megosztas H, 0.000 0.000 0.000 3.657
H, 0.862 0743 0729 1.904
1. Koncertjegyek  Pearson'sr —
p-value —
2. Reklam Pearson's r 0.780 — ANOVA
p-value <.001 - Model Sum of Squares df Mean Square F p
3. Youtube Peaa:”"'sf r o.gg? g-ggg - H, Regression 576.185 3 192062 53000 < 001
p-value = - - Residual 199.311 55 3.624
4. Megosztas Pearson's r 0639 0.435 0.884 — _ Total 775.49% 58
p-value < 001 < 001 / < 001 — Note. The intercept model is omitted, as no meaningful information can be shown.
Coefficients
Model Unstandardized Standard Error Standardized t p
H, (Intercept) 9483 0.476 19.921 < .001
. . . H, (Intercept) 3.091 0.671 4.607 < 001
Majd megtanuljuk, hogy itt a Reklam 0.396 0.049 0615 8102  <.001
. .y s . s ’ , Youtube 0.002 9.447e-4 0.329 2248 0.029
kollinearitas hlanya nak feltétele Megosztas 0.003 0.006 0.082 0.546 0.587

sérul egyébként



Példa modell felépitésére
Mi torténik ha BLOCKWISE maddszert valasztunk?

* |Itt te dontheted el, melyik valtozok fontosak
szamodra.

* Az, ahogy a modellt felépited, egyfajta torténetet
mesél el. A hierarchikus elrendezésben te
hatarozod meg, hogy melyik modell mondja el a

leginformativabb torténetet.

AN

O

O

Coefficients®
Standardized
Linstandardized Coefficients Coefficients
Madel B Std. Error Beta 1 Sig.
1 (Constant) 4 933 565 2,817 000
Reklamba fektetett
6sszeq (millié Forint 502 053 780 9,405 000
2 (Constant) 32490 JBE0 5876 ooo
Reklamba fektetett
tisszeq (millié Forint) 402 048 623 8,439 000
Litolsd videdklipp youtube
nézettsége (ezer nézd) 003 000 387 5,379 000
3 (Constant) 3,091 BT 4 607 000
Reklamba fektetett
6sszeq (millié Forint 396 048 615 8,102 000
Litolsd videdklipp youtube
nézettsége (ezer nézd) 002 001 328 2,248 028
Megosztasok szama
szocialis médiaban 003 006 082 546 587
naponta

a. Dependent Variable: Eladott koncertjegy (ezer dhb)

Meg fogod kapni mind a hdrom modellt, és az R?
valtozasabadl latni fogod, hogy egy modellhez képest
a kovetkez6 jelent-e szignifikans novekedést a
magyarazoerbben.

Eldontheted, hogy helyik modellt fogod értelmezni.

lgy kaptad a legteljesebb képet, és kontrollaltad a
valtozdk sorrendjét is



Linear Regression v

Model Summary - Koncertjegyek ¥
Model R R? Adjusted R? RMSE R?*Change  F Change df1 df2 p

Model Sum of Squares df Mean Square F p

Note. Null model includes Reklam

Coefficients
Model Unstandardized Standard Error  Standardized t p
Ho (Intercept) 4983 0.565 8.817 < 001

H,

3.290 0.560 5.876 <.001

0.003 4.775e-4 0.397 5.379 <.001




Linear Regression

Model Summary - Koncertjegyek

Model R R? Adjusted R? RMSE R2 Change F Change df1 df2 p
Ho 0.780 0.608 0.601 2309 0.608 88.447 1 57 <001
H, 0.848 0719 0.709 1971 0.111 22202 1 56 <001
Note. Null model includes Reklam
ANOVA
Model Sum of Squares df Mean Square F p
Ho Regression 471583 1 471583 88.447 < 001
Residual 303913 57 5332
__Total 775 496 58
H, Regression 557 865 2 278932 71.774 < 001
Residual 217631 56 3.886
Total 775.496 58
Note. Null model includes Reklam
Coefficients
Model Unstandardized Standard Error Standardized t p
Ho (Intercept) 4983 0.565 8817 < 001
Reklam 0.502 0.053 0.780 9.405 <.001
H, (Intercept) 2748 0677 4062 < 001
Reklam 0.399 0.051 0619 7872 <.001
Megosztas 0.016 0.003 0.370 4712 < 001




Linear Regression

Model Summary - Koncertjegyek

Linear Regression ¥

Model Summary - Koncertiegyek ¥

Model R R?

df1

df2

Adjusted R? RMSE R2 Change F Change p Model R R? Adjusted R? RMSE R?Change  F Change df1 df2 p
Ho 0.780 0.608 0.601 2309 0.608 88.447 1 57 <001 Ho 0848 0719 0.709 1971 0719 71774 2 56 < 001
H, 0.848 0719 0.709 1971 0.111 22202 1 56 <.001 H, 0.862 0.743 0729 1.904 0.024 5.055 1 55 0.029
Note. Null mogGeTmciudes Rektam Note. Null modeT includes Reklam, Megoszias
ANOVA ANOVA
Model Sum of Squares df Mean Square F p Model Sum of Squares df Mean Square F p
Ho Regression 471583 1 471583 88.447 < 001 Ho Regression 557.865 2 278932 71.774 < 001
Residual 303913 57 5332 Residual 217631 56 3.886
|_Total 775 496 58 Total 775.496 58
H, Regression 557.865 2 278.932 71.774 <001 H, Regression 576.185 3 192.062 53.000 <.001
Residual 217 631 56 3.886 Residual 199.311 55 3624
Total 775.496 58 Total 775.496 58
Note. Null model includes Reklam Note. Null model includes Reklam, Megosztas
Coefficients Coefficients
Model Unstandardized Standard Error Standardized t p Model Unstandardized Standard Error Standardized t p
Ho (Intercept) 4983 0.565 8.817 < 001 Ho (Intercept) 2748 0677 4062 < 001
Reklam 0.502 0.053 0.780 9.405 < .001 Reklam 0.399 0.051 0619 7872 < .001
Megosztas 0.016 0.003 0.370 4712 < .001
H, (Intercept) 2748 0677 4062 < 001
Reklam 0.399 0.051 0619 7.872 <001 H, (Intercept) 3.001 0671 4607 <.001
Megosztas 0.016 0.003 0.370 4712 < 001 Reklam 0.396 0.049 0615 8.102 < 001
Megosztas 0.003 0.006 0.082 0.546 0.587
Youtube 0.002 9447e-4 0.329 2.248 0.029




Linear Regression v

Model Summary - Koncertjegyek ¥

Linear Regression

Model Summary - Koncertjegyek

Model R R? Adjusted R? RMSE R2Change  F Change df1 df2 p Model R R? Adjusted R? RMSE R2 Change F Change df1 df2 p
Ho 0.780 0,608 0601 2.309 0.608 88 447 1 57 < 001 Ho 0.861 0.742 0732 1.892 0.742 80.357 2 56 <001
H, 0.861 0742 0732 1.892 0133 28.929 1 56 < 001 H, 0.862 0.743 0.729 1.904 0.001 0.298 1 55 0.587
Note. Null includes Reklam Note. Null modelnciudes Reklam, Ul
ANOVA ANOVA
Model Sum of Squares df Mean Square F P Model Sum of Squares df Mean Square F p
Ho Regression 471.583 1 471.583 88.447 <.001 Ho Regression 575.104 2 287.552 80.357 < 001
Residual 303.913 57 5332 Residual 200.392 56 3578
_Total 775,496 58 Total 775.496 58
H, sl L 2 N H, Regression 576.185 3 192062 53000 < .001
TR:;"C'UB' %ﬁ 56 3.578 Residual 199,311 55 3624
_ - = Total 775496 58
Note. Null model includes Reklam Note. Null model includes Reklam, Youtube
Cosfficients Coefficients
Mode! Unstandardized Standard Error Standardized ! P Model Unstandardized Standard Error Standardized t p
Ho oereept o oo s o o Ho (Intercept) 3290 0560 5876 <001
i i i i i Reklam 0.402 0.048 0623 8439 <001
H, (Intercept) 3290 0.560 5.876 < 001 Youtube 0.003 4775¢ -4 0.397 5379 <001
T — —— o [meem s o o <o
‘ ' ‘ ‘ ‘ Reklam 0.396 0.049 0615 8102 <.001
Youtube 0.002 9.447¢ -4 0.329 2248 0.029
Megosztas 0.003 0.006 0.082 0.546 0587




e , , SV AP AN
Mi torténik ha FORWARD modszert valasztunk?

El6szor bekerdl a , mert 6 magyaraz meg

legtobbet a kimeneti valtozébdl

Ezt kdvet6en megnézziik, a maradék
megmagyarazatlan varianciat, melyik valtozo
magyarazza jobban, és ez szignifikansan hozza
tesz-e a modellhez. igy keriil be a youtube

Végul megvizsgaljuk, hogy a maradék
megmagyarazatlan varianciahoz a poszt hozza

tud-e tenni. Mivel nem, ezért 6 nem keril be a Coefficients™
Standardized
mOde”be LInstandardized Coefficients Cau:uneﬁ?c[ieli?s
, , , B Std. Error Beta 1 Sig.
Eredményként a ot és youtube-ot T (Constany) 1083 BT 2817 | 000
wszonylag pontosan Iatjulf, a posztrol viszont e s 502 053 780 | 8405 | 000
semmit nem fogunk tudni. 2 (Constant) 3,290 560 5,876 1000
Reklamhba faktetett

, . A A 402 048 623 8,439 000
Azt, hogy a masodik lIépésben a youtube vagy a Zf;f;;;”;!‘;izgr;’;time
poszt keriil a modellbe, nem mi dontottuik el, nézetissge (szer néz) 003 000 S I I

hanem a Forward a|g0ritmus a. DependentVariable: Eladott koncerjegy (ezer dh)



Tobbszords linearis regresszié feltételei




@Nincs nulla varianciaju valtozo

@ Nincs kollinearitas és nincs multikollinearitas

@Nincs kulsé valtozd




@Valtozok tipusa
* Kimeneti valtozo skala tipusu lehet csak.

* Prediktor valtozoé skala tipusu vagy dichotdm lehet.

* Ha tobb kategodriaval rendelkez6 nominalis valtozot szeretnél a modellbe helyezni, azt dummy
valtozdokka alakitassal érheted el.

* Bizonyos ordinalis valtozokkal egyes kutatok megengedbbbek, ha elég sok szintje van a valtozonak, pl.
iskolai végzettség.

* Nem teszttel kell ellen6rizni, hanem a mér6eszkoz/kérd6iv kialakitdsanal kell gondoskodni arrdl, hogy
a valtozoid megfelel6 mérési szintlek legyenek.

* Ha nem teljestl, legtobbszor valtani kell logisztikus vagy ordinalis regressziora, Spearman korrelaciok
vagy Khi-négyzet prébak sorozatara, esetleg diszkriminancia elemzésre.



@Nincs nulla varianciaju valtozo

Csak olyan valtozo keriljon a modellbe, melynek van variancidja.

Evidensnek tlnhet, mégis kezd6 kutatdknal gyakran latok olyan modelleket, ahol példaul nemi hatast
vizsgalnak egy csupa-n6i mintaban.

A deskriptiv statisztikak alapjan ellenérizendé.

Ha egy valtozéban nincs valtozatossag, az semmilyen elemzésbe nem helyezhetd be...



@ Nincs kollinearitas és nincs multikollinearitas

Mindkett6 a prediktorok kozotti egyuttjarasra vonatkozik.
Kollinearitas: a prediktor valtozdk kozotti tokéletes /nagyon er6s egylttjaras.
Multikollinearitas: tobb prediktor valtozd kozotti kozepes/erds korrelacio.



Kollinearitas
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VIatematika

A statisztikai tudast mind a matematikai tudas, mind a

logikai készségek viszonylag jol magyarazzak.

Ezért a statisztika tudas varianciajabdl majdnem
teljesen ugyanazt a rész magyarazzak. Ezért a
regresszidoban tévesen alulbecsiilnénk a
magyarazoerejiket.

A baj az, hogy matematika tudas és a logikai
készségek kozott erds a korrelacio.

o

S6t Stepwise modellnél az is el6fordulhat, hogy ha a
matematika tudas Iép el6szor a modellbe, a logikai
készségeknek mar ,,nem marad tovabbi variancia”, amit
magyarazhatna, és be sem keriul a modellbe.



@ Nincs kollinearitas és nincs multikollinearitas

Mindkett6 a prediktorok kozotti egyuttjarasra vonatkozik.
Kollinearitas: a prediktor valtozdk kozotti tokéletes /nagyon er6s egylttjaras.
Multikollinearitas: tobb prediktor valtozd kozotti kozepes/erds korrelacio.

A modell (F és R?) értelmezhet6 magad, de csokken egy-egy valtozd értelmezésének lehetsége.
Legnagyobb nehézség linearis regresszio értelmezésénél.

A kollinearitas ellen6rizheto korrelacios tablakkal.



Multikollinearitas
Tobb prediktor valtozd kozotti kozepes/erds korrelacio.

A probléma ugyanaz, mint a kollinearitasnal, csak nehezebb észrevenni, mert nem két valtozé korrelal
egymassal nagyon er6sen, hanem sok kdzepesen erdsen.

) o . Eredmé Meg nem magyarazott variancia, amit
Megmagyarazott variancia, E,\mlt ebber,1 a reameny egyik prediktor sem magyaréz (a
modellben csak a matektudas magyaraz kimeneti valtozobdl le nem fedett rész)

Megmagyarazott variancia, amit ebben a
modellben csak az intelligencia magyaraz

e ———

™~ Megmagyarazott variancia, amit ebben
a modellben csak a gyakorlas magyaraz

\Megmagyarézott variancia, amit a
| matek tudas és gyakorlas is magyaraz

e

Megmagyarazott variancia, amit a matek
tudas és intelligencia is magyaraz

Megmagyarazott variancia, amit a matek tudas, a
intelligencia és a gyakorlas is magyaraz



Multikollinearitas
Tobb prediktor valtozd kozotti kozepes/erds korrelacio.
A probléma ugyanaz, mint a kollinearitasnal, csak nehezebb észrevenni, mert nem két valtozé korrelal

egymassal nagyon er6sen, hanem sok kdzepesen erdsen.

Akar egy er@s prediktor hatasa is teljesen kimutathatatlanna valik tobb, vele kbzepesen korrelald

prediktor jelenlétében. Gyenge prediktorok hatasa gyakran valik kimutathatatlanna akar enyhe
multikollinearitas esetén is.

Eredmény




@ Nincs kollinearitas és nincs multikollinearitas

Mindkett6 a prediktorok kozotti egyuttjarasra vonatkozik.

Kollinearitas: a prediktor valtozdk kozotti tokéletes /nagyon er6s egylttjaras.

Multikollinearitas: tobb prediktor valtozd kozotti kozepes/erds korrelacio.

A probléma a kollinearitas és multikollinearitas, a feltétel pedig az, hogy ezek ne legyenek jelen a
regresszids modelliinkben.

A modell (F és R?) értelmezhet6 magad, de csokken egy-egy valtozd értelmezésének lehetsége.
Legnagyobb nehézség linearis regresszio értelmezésénél.

A kollinearitas ellenérizhet6 korrelacios tablakkal.
A multikollinearitas ellenérizhet6 a tolerancia értékei segitségével.



Tekintsuink el egy pillanatra a kimeneti valtozotdl, és nézziik csak a prediktor valtozokat.

Nézzik meg regressziok sorozataval minden egyes prediktor valtozora, hogy a tobbi prediktor valtozé milyen
mértékben magyarazza a valtozatossagukat, és milyen mértékben fliggetlenek a tobbi prediktortdl.

* Teljes valtozatossag (SS;): prediktor valtozd teljes valtozatossaga

K6z8s variancia (SS,,): a prediktor valtozd valtozatossaganak az a része, amit a tobbi prediktor magyarazni tud.

Egyéni variancia (SSg): a prediktor valtozo valtozatossaganak az a része, amit a tébbi prediktor nem tud megmagyarazni.

Tolerancia: a prediktor valtozé valtozatossaganak hany szazaléka egyéni variancia.

SSe  SS; — SSy SSu

= =1 - —=1 —R?
SSt SSt SST <! AzGyakorlds prediktor
toleranciaja 70%
Gyakorlas
>¢| Matematika
Intelligencia

Az Intelligencia prediktor toleranciaja 60% /

A Matematika prediktor toleranciaja 20%




@ Nincs kollinearitas és nincs multikollinearitas

* Mindkett6 a prediktorok kozotti egyuttjarasra vonatkozik.

* Kollinearitas: a prediktor valtozok kozotti tokéletes /nagyon erés egyuttjaras.

* Multikollinearitds: tobb prediktor valtozo kozotti kozepes/erds korrelacid.

* A probléma a kollinearitas és multikollinearitas, a feltétel pedig az, hogy ezek ne legyenek jelen a
regresszids modelliinkben.

* A modell (F és R?) értelmezhet6 magad, de csokken egy-egy valtozd értelmezésének lehetsége.
* Legnagyobb nehézség linearis regresszio értelmezésénél.

* A kollinearitas ellen6rizhetd korrelacios tablakkal.
* A multikollinearitas ellen6rizhet6 a tolerancia értékei segitségével.

* A megoldas a helyes modellépitésben rejlik, illetve az 6sszefliggésrendszer tobb modell
segitségevel valo koruljarasaban.

* Legtobbszor ki kell venni a kollinearitasban résztvevd valtozok kozul egyet vagy tobbet vagy
f6komponens elemzéssel 6sszevonni 6ket.



@Nincs kiils, modellbe be nem emelt fontos tényez6

Nincs olyan, a modellbe be nem emelt kiils6 tényezd,
mely a prediktorok kozott erds korrelaciot hoz létre, mert az kollinearitast vagy
multikollinearitds okozhat,

magyarazza a kimeneti valtozé és predikotor(ok) korrelaciojat, mert az illuzérikus
Osszefliggést hozhat létre a kimeneti valtozo és a prediktorok kozott.



Kapcsolati
/ gyermek szorongas
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Atlagéletkor 24 év  Atlagéletkor 32 év



@Nincs kiilsé valtozé

Nincs olyan, a modellbe be nem emelt kiils6 tényezd,
* mely a prediktorok kozott erds korrelaciot hoz létre, mert az kollinearitast vagy
multikollinearitds okozhat,

* magyarazza a kimeneti valtozo és predikotor(ok) korrelacidjat, mert az illuzorikus
Osszefliggést hozhat létre a kimeneti valtozo és a prediktorok kozott.

A kutatas tervezésekor kell atgondolni milyen prediktor valtozék fontosak a modell
szempontjabol.

A modell alapos atgondolaval kerilhetd el.
* Szerencsés esetben az esetleges kiils6 hatasokat medialé és moderald elemzéssel lehet atlatni.
Szerencsétlen esetben az egész elemzés értelmezhetetlenné valhat.



®Homoszkedaszticitas / Varianciak homogenitasa / Szérashomogenitas
Egyetlen prediktor (2D) esetén: a prediktor minden szintjén hasonlé nagysagu a kimeneti valtozé szérasa.

Fogalmazzuk at ugy, hogy tobb prediktorra (3D és felette) is szemléletes maradjon!
A prediktor valtozo helyett (amibdl most tébb van) a predikalt érték mentén haladunk, és azt figyeljuk meg,
hogy a mért értékek milyen tavol vannak a predikaltaktél, azaz mekkora a rezidualis hiba mértéke

A predikalt értékek minden szintjén hasonlé a rezidudlis hibak nagysaga, azaz a hibak nagysaga homogén.
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®Homoszkedaszticitas / Varianciak homogenitasa / Szérashomogenitas
Egyetlen prediktor (2D) esetén: a prediktor minden szintjén hasonlé nagysagu a kimeneti valtozé szérasa.

Fogalmazzuk at ugy, hogy tobb prediktorra (3D és felette) is szemléletes maradjon!
A prediktor valtozo helyett (amibdl most tébb van) a predikalt érték mentén haladunk, és azt figyeljuk meg,
hogy a mért értékek milyen tavol vannak a predikaltaktél, azaz mekkora a rezidualis hiba mértéke

A predikalt értékek minden szintjén hasonlé a rezidudlis hibak nagysaga, azaz a hibak nagysaga homogén.

165 Dependent Variable: Nem teljescil a homoszkedaszticitas
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- ®Homoszkedaszticitas / Varianciak homogenitasa / Szérashomogenitas
* A predikalt érték minden szintjén hasonl6 a rezidualis hibak nagysaga / a hibak nagysaga

homogén.

Feltételek

* Ha nem teljesiil a homoszkedaszticitas (ergo heteroszkedaszticitas van), a regresszioval tett predikcio
nem mindenhol ugyanolyan mértékben bizhaté meg (ahol nagyon a hibdk, ott pontatlanabb)

* Ellen6rizhetd az elemzés soran a predikalt és rezidualis értékek plottolasaval

* Ha az el6z6 hibat mutat, az megkereshet6 az elemzés soran a prediktor valtozdk és a rezidualis

értékek plottolasaval prediktoronként egyenként

Dependent Variable: Teljeslil a homoszkedaszticitas és a linearitas

Regression Standardized Residual
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Regression Standardized Residual

Dependent Variable: Nem teljes(il a homoszkedaszticitas
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* @®Linearitas

Feltételek

* Linearis kapcsolat van minden prediktor valtozé és a kimeneti valtozo kozott (a tobbi prediktor
valtozora kontrollalva)
* Ellenérizhet6 az elemzés soran a predikalt értékek és rezidualis értékek, vagy a predikalt értékek és
kimeneti valtozo kozotti kapcsolat plottolasaval (elég az egyiket kikérni)
* Ha a linearitas sérulésére gyanakszunk, ellendrizhetb el6zetesen a prediktor valtozé és kimeneti
valtozo kozotti kapcsolat plottolasaval prediktoronként egyenként

Regression Standardized Residual

Dependent Variable: Teljeslil a homoszkedaszticitas és a linearitas

Regression Standardized Predicted Value

Regression Standardized Residual

Dependent Variable: Nem teljesiil a linearitas

Regression Standardized Predicted Value



Kimeneti érték
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Kimeneti érték

Teljesil a homoszkedaszticitas és linearitas
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Regression Standardized Predicted Value

Kimeneti érték
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Nem teljesil a linearitas

10 30 50 70 90 110 130 150
Prediktor érték

Dependent Variable: Nem teljesiil a linearitas
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Regression Standardized Predicted Value




Kimeneti érték
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Regression Standardized Residual

Regression Standardized Residual

Dependent Variable: Teljesil a homoszkedaszticitas és a linearitas
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Dependent Variable: Nem teljeslil a homoszkedaszticitas
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Regression Standardized Predicted Value

Dependent Variable: Nem teljestil a homoszkedaszticitas és a linearitas
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@Fuggetlen hibak
Feltétel, hogy a rezidualis hibak ne korrelaljanak
A korrelalo hibatagok

* |d6sorok elemzése soran gyakran
el6forduld hiba (pszicholégidban ritka)

* Rosszul specifikalt modellt jelezhet (rosszul
kivalasztott prediktor valtozok)

* Linearitas sérulésének jele is lehet

Ellen6rizhet6 az elemzés soran a Durbin-Watson
teszttel, melynek értéke 2 korul tokéletes, 1 alatt
vagy 3 felett jelez bajt

Adatsorl
Adatsor2
Adatsor3
Adatsor4
Adatsor5
Adatsor6
Adatsor7
Adatsor8

Valtozo1l

Feltételek

Valtozo2




®Hiba normalis eloszlasa

A predikcionk hibajanak fuggetlennek kell lennie a predikcidnktol.
A hiba a véletlen mive, azaz zaj. Mivel soktényez8s, ezért a CLT-nek
megfelel6en normaleloszlast kell kovessen.

A konfidencia intervallumok és a regresszios egylitthatdkhoz
tartozo tesztek kiszamitasahoz szikséges.

A prediktorok vagy kimeneti valtozé normal eloszlasa NEM feltétele
a linearis regresszidonak, de ha ezek nem kovetnek normal eloszlast,
gyakran a hibak sem kovetnek.

A linearitas sérulése is okozhatja a hibak nem normalis eloszlasat

Ellendrizhet6 az elemzés soran a hiba hisztogramjanak
plottolasaval vagy a hibaértékek mentésével, és az igy létrejové Uj
valtozd normalitasanak tesztelésével.

Ha nem teljesdl, a linearitast, homoszkedaszticitast és a valtozok
(féleg a kimeneti valtozd) normalitasat érdemes ellendrizni.
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@Elemszam
prediktorl
Fiigg: kimeneti
orediktorok szamatol, ‘

prediktorok kozotti 0sszefliggések er6sségétdl,
a hatasok nagysagatol,
és attol, hogy milyen kovetkeztetést akarunk levonni.

prediktor2

prediktorl

’ kimeneti

prediktor2

Okolszabdly: valtozék szdma szorozva 10 vagy 15

Ha nagy a hatds varunk: 80 mindig elég (20 valtozoig)
K6zepes hatast varunk: 200 mindig elég (20 valtozoig),
de kevés valtozoval is minimum 60

Kicsi hatast varunk: 600 kell (6 valtozdig)

sS,,
v« ... hatas _ dfy, _ -
statisztikai érték = Fba = S5, = =F =2p

df,



@Nincsenek (tobb)dimenzids outlierek 105 @
Onmagaban nem feltétel, de a tobbi feltétel teljestilését sérti

Tobbdimenzids outlier kiilon-kilon egyik dimenzidn beltl sem
szélsGséges érték, csak az adott kombindacio szélsGséges
Példaul 50kg-os és 190cm magas ember

Ellen6rizhetd az elemzés soran
Cook tavolsag
Mahalanobis tavolsag
Leverage values
Standardizalt rezidualisok

140 150 160 170 180 190
Magassag (cm)



Cook tavolsag

Minden egyes érték regresszios modellre gyakorolt hatasat becsli meg.
* Mennyire lenne mas a regresszios modelled, ha az az érték nem lenne benne.
* A szélsGségesen értékek jobban el tudjak tériteni az egyenest a maguk iranyaba

Mindenkihez kilon Cook-érték tartozik, mely megadja, az adott személynek mekkora hatasa van

Tobbdimenzios outlier az, akinek a Cook-értéke 1 felett van
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Tobbsz6rds linearis regresszid értelmezés

AS YOU CAN SEE, BY LATE
NEXT MONTH YOU'LL RAVE
OVER FOUR DOZEN HUSBANDS,
BETTERGET A
BULK RATE ON
WEDDING CAKE.




A regresszios tablak értelmezése el6tt a feltételek teljestlését ellendrizzik.
A feltételek egymasra is hatnak, ezért érdemes azokkal a feltételekkel kezdeni, melyek viszonylag
fuggetlenek a tobbi teljesiilésétol, vagy amelyek sériilése nagyon sok mindent ,,elronthat”.
Ajanlott sorrend:
Nem ellenérizendd, hanem a vizsgalat tervezése soran kialakitando feltételek:
@Valtozdk tipusa
@Nincs kils6 valtozo
©@Elemszam
Elemzés soran ellenbrizhet6 feltételek (és ajanlott sorrendjtik):
@Nincs nulla varianciaju valtozé
@Nincsenek (tobb)dimenzids outlierek
@ Nincs (multi)kollinearitas
®Linearitas
®Homoszkedaszticitas
@Fuggetlen hibak

®Hiba normalis eloszlasa






Tobbsz6rds linearis regresszié publikalasa

"STUDY FINDS 50% OF
PEOPLE BORED BY
STATISTICS.”

HOLY SHIT, MAN!!
LOOK AT THIS!!




Tobbvaltozos regresszidé publikalasa

Kezdd a valasztott statisztika, a kimeneti valtozo és a prediktor valtozék megnevezésével!

A publikalas példajaban a gyakorlaton els6ként elhangzott, és a gyakorlati pdf-ben részletesen értelmezett
modell egy lehetséges publikalasat adom meg, tehat a kimeneti valtozé a koncertjegy, a prediktorok a
reklamba fektetett 6sszes és a zenekar utolso videoklipjének nézettsége Youtube-on.

Hierarchikus regresszio segitségével elemeztiik, hogy egy koncertre eladott jegyek szamat (tovabbiakban )
KONCERTJEGY) milyen mértékben jésolja be a koncert rekldmozasaba fektetett pénz (tovabbiakban REKLAM)
és a zenekar utolsd videoklipjének nézettsége a Youtube-on (tovabbiakban YOUTUBE).




Tobbvaltozos regresszidé publikalasa

Ha az adattisztitas soran vettél ki értékeket az elemzésbdl, az itt leirhatod. Az egydimenzids adattisztitast,
lehet, hogy leirtad mar korabban, ebben az esetben nem kell itt is megismételni.

Az adatokban az outlier labelling rule (Tukey, 1977) alapjan nem talalhaté egydimenzids outlier.

A tobbdimenzids outlier szlirésre azonban csak most kerilt sor, tehat azt mindenképp itt kell kozolni. Csak
azokban a mutatoknak a kritériumszintjét kozold, amit hasznaltal is (pl. ha csak Mahalanobis és Cook
tavolsagot hasznaltal, akkor csak azokat. Ha nincsen outlier, vagy ugy dontesz, nem veszed ki 6ket, akkor
nem kell erre tul sok sort dldozni, ha viszont kivettél értéket, akkor érdemes azt a grafikonon is megmutatni.

A tobbdimenzids outlierek szlrésére a Cook tavolsagot szamoltunk ki, és az adatokat az 1-es Cook-érték
kritérimszintje mellett ellenériztik (Cook és Weisberg, 1982).

Az eredmények azt mutatjak, hogy az adatokban nincs tébbdimenzids outlier.




Tobbvaltozds regresszio publikalasa

Erdemes a valtozdidat bemutatni, vagy ha mar korabban a mddszertani résznél megtetted ezt, akkor
legalabb visszautalni arra a tablara.

Az adatok megtisztitasat kovetéen a regresszidba kertilé valtozok jellemzbi a kovetkezok:

Minimum Maximum Atlag Szoras Elemszam
Eladott koncertjegy 3.910 19.000 9.483 3.657 59
Reklamba fektetett 0sszeg 0.010 19.85 8.958 5.676 59
Videoklip nézettsége 100 2222  1010.458 565.769 59

Eladott koncertjegy ezer darabban, a befektetett 6sszeg millié Forintban, a videoklipp nézettsége ezer nézében értendd




Tobbvaltozos regresszidé publikalasa

Kollinearitas vizsgalatakor csak a prediktorok kozotti korrelacidkat figyeljik, és folosleges betenni a teljes
korrelacios tablat, elegendd csak a legkisebb és legnagyobb korrelacids egyltthatot megnevezni, vagy azt
irni példaul, hogy a prediktorok kozotti korrelacids egylitthatdk gyengék / kozepesek.

Multikollinearitashoz hasznalt tolerancia és VIF értékek kozul elég az egyiket publikalni. Toleranciat
szazalékban adjuk meg, a VIF-et altalaban VIF = [szamérték] formaban. Ha valamely prediktor toleranciaja
nagyon alacsony lenne, mar itt fel lehet hivni az olvaso figyelmét, hogy azt a prediktort majd csak dvatosan
szabad értelmezni.

A kollinearitas feltételének ellen6rzésére alkalmas tesztek alapjan a valtozok kozott sem kollinearitas, sem
multikollinearitas nem all fenn. A prediktor valtozok kdzotti korrelacio r = .393, és a tolerancia értékek
minden prediktorra magasak: REKLAM 84.5%, YOUTUBE 84.5%. A prediktorok nagymértékd fliggetlensége
lehetbvé teszi, hogy hatasukat tisztan értelmezziik a regresszidban.




Tobbvaltozos regresszidé publikalasa

A szérashomogenitas (aka homoszkedaszticitas) és linearitas ellenérzéséhez hasznalt pontdiagramot nem
feltétlen kell a dolgozatba betenni, elég a mellékletbe. Szovegesen azonban ird le, hogy teljestl a feltétel!

A standardizalt predikalt értékeket és standardizalt rezidualis hibakat megjelenit6 pontdiagram alapjan
megallapithatd, hogy a mintan teljesil a homoszkedaszticitas és linearitas feltétele.

Fliggo valtozé: Eladott koncertjegy (ezer db)
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Tobbvaltozds regresszio publikalasa

A hibak normalitasat elég hisztogramon ellendrizni, és a hisztogramot elég a fliggelékbe betenni.

A hisztogram alapjan a standardizalt rezidualis hibak normalitasanak feltétele teljesdil.

Fliggo valtozo: Eladott koncertjegy (ezer db)

N

3 2 E 1 2 3

Standardizalt rezidualis hiba

Gyakorisag
E

Ha viszont bizonytalan voltal a hisztogramban, és kimentetted a standardizalt rezidualisokat, és elvégezted
rajtuk a S-W tesztet, azt az annak megfelel6 mddon kell publikalni.

A standardizalt reziduadlis hibdak normalitas-feltételének teszteléséhez Ghasemi és Zahedi-Asl (2012)
utmutatasat kovetve az ismertebb Lilliefors korrigalt Kolmogorov-Smirnov teszt helyett Shapiro-Wilk
normalitas tesztet hasznaltam. A teszt eredményei alapjan a hiba eloszlasgérbéje nem tér el szignifikansan a
normal eloszlastol, W(59) = .968 p = .128.




Tobbvaltozos regresszidé publikalasa

Hibak korreldlatlansagarol a Durbin-Watson értéket kell betenni.

Az adatokon teljesul a rezidualis hibak fuggetlenségének feltétele, a Durbin-Watson érték = 1.891 (Durbin
és Watson Durbin, 1951).




Tobbvaltozos regresszidé publikalasa

ird le, hogyan épiilt fel a modelled. Ez segit értelmezni az olvasénak, hogy a kiildnb6z8 modellek mit
takarnak. A hierarchikus sz6 azt jelenti, hogy tobb blokkod is volt. Ha csak egy blokkod volt, és ebbe az
egyetlen blokkba tetted be ENTER-rel az 6sszes valtozod, akkor tobbszoros regressziot irj!

Hierarchikus regresszio elsé szintjén a REKLAM valtozét |éptettiik be a modellbe (ide irhatod, hogy ENTER
modszerrel, de folosleges, mert egyetlen valtozo van csak). A masodik szinten a YOUTUBE kerilt az

elemzésbe.




Tobbvaltozos regresszio publikalasa

Az eredmeényeket innentdl lehet szovegesen vagy tablazatosan is kozolni, de a kettd kozil altalaban csak az
egyiket hasznaljuk. Ha egyszer( a modell, akkor érdemes szovegesen irni ki az eredményeket, de egy
Osszetettebb modell esetében atlathatobb lehet a tablazatos leiras.

Példaként el6szor leirom szovegesen, majd megmutatom azt is, hogy néz ki tablazatosan.

Az elsé modellben a REKLAM a KONCERTJEGY varianciajanak 60,8%-at magyardazza(r’,y = .601), a modell
szignifikans, F(1,57) = 88.447 p < .001. A REKLAM hatdsa szignifikans (B = .780 t(59) = 9 405 p <.001), egy
millié Forinttal tobb befektetés az eladasi mennyiségben 502db névekedést jelent (B = 0.502 SE; 0.053).

A masodik modellben a REKLAM és YOUTUBE pretiktorok a KONCERTJEGY variancidjanak 74,2%-at
magyarazzak (rzAclj =.732). Mind a modell, mind a megmagyarazott variancia el6z6 modellhez viszonyitott
novekedése is szignifikans, F(2,56) = 80.357 p < .001 és F(1,56) = 28.929 p < .001. Mindkét prediktor valtozo
szignifikdnsan bejosolja az eladott koncertjegyek szamat, és mindkettének pozitiv hatdsa van arra. REKLAM:
B=.6231(59)=8.439 p<.001; YOUTUBE: f =.397 t(59) =5.379 p < .001.

Ez volt a szoveges publikalas. Egy ilyen egyszer(i modellnél még lehet a sz6veges verziot valasztani, de ennél
bonyolultabbnal mar el6nyosebb a tablazat, mert sokkal atlathatobb. Ekkor a tablazatban megjelend
ertékeket nem kell kilon szovegesen is leirni, minden mast, az értelmezést viszont igen!



Publikalas tablazatos formaban:

Nyers reg. BO-hoz és B1- Standardizalt reg. A t-proba df értéke az SS; df
egyutthatok hez tartozo SE egyutthato értékével azonos
B SE B B t
Modell 1
Konstans 4.983 0.565 t(58) =8.817 p < .001
REKLAM 0.502 0.053 .780 t(58) = 9.405 p < .001
Modell 2
Konstans 3.290 0.560 t(58) = 5.876 p < .001
REKLAM 0.402 0.048 623 t(58) = 8.439 p < .001
YOUTUBE 0.003 0.0005 .397 t(58) =5.379 p <.001

Modell1: R2 = .608 R, = .601 F(1,57) = 88.447 p < .001.
Modell2: R2 = .742 R2,, = .732 F(2,56) = 80.357 p < .001. Véltozas: F(1,56) = 28.929 p < .001

A REKLAM a KONCERTJEGY variancidjat szignifikdnsan, 60.8%-ban magyarazza. A REKLAM és a YOUTUBE
kd6zosen 74.2%-ot magyaraz, mely szintén szignifikans, és az el6z6 modellhez képest szignifikans ndvekedés

a magyarazderében. E masodik modellben mind a REKLAM, mind a YOUTUBE szignifikans, pozitiv hatassal
van a KONCERTJEGY értékére.
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