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Parametrikussag feltételeinek ellenbrzése
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A kutatasokat azért végzink, mert kérdéseink vannak. 40

Kivancsiak lehetiink arra, kiilbnbézik-e férfiak és n6k 35
szorongdsa eqgymdastol.
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A kérdések mentén hipotéziseket fogalmazunk meg:
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Egy hipotézis tesztelésére tobb statisztikai proba is alkalmas ® . .

lehet. Peldaul az el6z6 kerdés vizsgalhato: 20 .
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A lehetséges probak kozil néhany alkalmasabb az adott

hipotézis tesztelésére, mint a tobbi, mert amit a préba
tesztel, jobban illeszkedik a kutatasi kérdéshez.
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Hipotézisek — prébak - feltételek
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Hipotézisek — prébak - feltételek

50

45 o
40 . .
35
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Ehhez a hipotézishez jobban illik a t-proba és a Mann-
Whitney teszt, mint a Levene teszt vagy a Moses Extreme
reaction teszt, mert

A t-préba és Mann-Whitney A Levene-teszt és a Moses
teszt kozépértekek kozotti Extreme reaction teszt a
shiftet vizsgalja. szorasokban keres

kiilonbséget.
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Azért is lehet alkalmasabb egy proba, mint a masik, mert

robusztusabb, mint a masik.
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Példaul a Mann-Whitney proba robusztusabb, mint a t-
proba, mert a Mann-Whitney préba rangsorolason alapul.
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De ha nincs szuikség a robusztussagra, jobb az a préba, amelyik
érzékenyebb.

A t-préba érzékenyebb, A Mann-Whitney proba az
mert az eredeti adatokon adatokbdl képzett rangokkal
végez szamitasokat. szamol, és a rangsorolas

informacioveszteséggel jar.
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A feltétel-ellen6rzést nem l'art pour I'art végezzuk, H1: Osszefiiggés van a WBI  H2: Osszefiiggés van a WBI

hanem mindig egy adott statisztikai teszthez kototten.  és a sz(ik kapcsolati kor és a tag kapcsolati kor
Igy fontos, hogy azokon az adatokon végezziik el a merete kozott merete kozott
feltételtesztelést, amin majd a teszt is dolgozik. 2w & Kiskor & nagykor 2 whi & Kiskor & nagykor
6 2 75 6 2 75
13 8 45 13 8 45
7 6 829 7 6 829
9 1 . 9 1 .
11 3 346 11 3 346
10 4 421 10 4 421
Példaul teszteljik a WBI normalitasat! 0 ‘ 2 0 : .
’ ’ . 7 s . g 2 432 g 2 432
H1 esetén a tesztelést mind az 50 f6n kell végezni, : : e X : 7
mert mindenkinek megvan mindkét adata, azaz 1‘;‘ 2 222 151* 3 222
mindenki részt vesz az elemzésben 12 s 420 12 s 420
10 3 123 10 3 123
H2 esetén nincs mindenkinek nagykor értéke, igy az ; g e g ; e
elemzésben sem vesz mindenki részt. A WBI 5 : 463 ; - 463
normalitdsat csak azok korében kell végezni, akiknek : j :
mind a két adata megvan. 5 0 103 g 0 103
10 3 10 3
1 8 1217 11 8 1217
10 5 721 10 5 721
10 3 123 10 3 123
1 5 11 5
10 3 . 10 3 .
10 4 756 10 4 756



Minden tesztnek, amit végziink vannak feltételei. A feltételek kozul 6t nagyon sok tesztnél
el6fordul, ezért ezeket kulon vesszik.

Parametrikussag négy feltétele
Parametrikus tesztek megkivanjak, hogy az adatok parametrikusak legyenek, tehat az
alabbi négy feltételt kielégitsék.

Fluiggetlenség —
Legaldbb intervallumskala tipusu adatok — Kialakitani kell
Normal eloszlas —
Szorashomogenitas

—

EllenOrizni kell

Linearitas

_

Osszefoglalé flowchart: adatfeldolgozas_flowchart.pdf



Minden prébanak feltételei vannak, és egy préba csak akkor végezhetd el, ha a feltételei
teljestilnek. Ha nem teljesiil egy proba minden feltétele, akkor masik prébat kell valasztani.

A kovetkez6 diasorban ezekrdl a feltételekrdl, és ellendrzésiikrdl fogunk tanulni.

A baj csak az, hogy még nem tanultunk egyetlen probat sem, igy nincs a feltételeket mihez kotni.
Ezért nagyvonalakban megismerkediink a mostani és kovetkez6 félév legnagyobb két prébajaval, a
Pearson korrelaciéval és a fliggetlen mintas t-prébaval, és ezen prébak feltételein keresztil tanuljuk

meg, hogyan kell a statisztikai probak feltételeit ellendrizni. A probakat részletesen ez és a
kdvetkez6 félév soran tanulni fogjuk.
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Hipotézis: Pozitiv 6sszefliggés van a pszicholdgiai jol-lét és a szlik kapcsolati kbr mérete kdzott.

Feltételek ellen6rzése korrelacios vizsgalatnal:
Fliggetlenség
Skala tipusu valtozok
Normalitas
Szérashomogenitas
Linearitas




Boldogsag mértéke

Két folytonos valtozo kozotti linearis egyuttjarast vizsgalja.
Példaul az elfogyasztott csoki mennyisége és a boldogsag kozott pozitiv kapcsolat talalhatd, mert ha né
az elfogyasztott csoki mennyisége, azzal egyltt n6 a boldogsag is.
M(ikodése konyhanyelven:
A két valtozo kozotti kapcsolatot egy egyenessel prébalja modellezni. Annal er6sebb korrelaciot jelez,
minél jobban leirja a modell a pontokat, azaz
minél kozelebb helyezkednek el a pontok az egyeneshez, azaz
minél kisebb a modell pontatlansaga, azaz
minél pontosabban be lehet jésolni az egyik valtozdébdl a masik valtozé értékét.
Csak linearis 6sszefliggések vizsgalatara alkalmas
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Hipotézis: Pozitiv 6sszefliggés van a pszicholdgiai jol-lét és a sziik kapcsolati kor mérete kbzott.
A hipotézist Pearson korrelacioval szeretnénk ellendrizni.

A Pearson korrelacidonak o6t feltétele van (hogy melyik probanak mi a feltétele, azt mindig az
adott proba megismerése soran fogjuk megtanulni).

Szlik kapcsolati kor
Pszicholdgiai jol-1ét mérete

Egyedek fliggetlensége
Skala tipusu valtozok
Normalitas
Szérashomogenitas

Linearitas




Minek a e a parametrikussag feltétele?
Csoportok? Mintak? Valaszaddék? Valaszok? Valtozok?

Valaszadok (mérések, azaz sorok) fiiggetlenségét feltételezziik.
A nagy szamok torvénye és a central limit theorem fliggetlen megfigyelések esetén mikodik.

Példa a sérulésére:

|Q és tanulmanyi eredmény 6sszefuggését vizsgalva tobb iskolabdl hozott adat. Az egy iskolaba jarok
hasonld tanulmanyi kérnyezetben vannak — nem fliggetlenek egymastol.

Hamburger- és uditdméret dsszefliggését vizsgalva megfigyelések reggeli és esti orakbol is.
Reakcioid6é mérésben egy ember valaszainak 6sszevonasa helyett az 6sszes mérés egymas ala téve.
Az egy személytél szarmazo adatok nem fuggetlenek egymastol.

Két részvény mozgasanak osszefliggés-vizsgalatahoz a t6zsdei arfolyam monitorozasa egy éven
keresztil. Egy napi arfolyam nem fliggetlen a megel6z6 napoktdl. Ez az un. szerialis korrelacio —
kiemelten figyelni kell az elkerulésére

Ne zavarjon 0ssze, kés6bbiekben mas fliggetlenségi feltételek is lesznek (pl. ANOVA csoportok
flggetlensége, regresszidé hibatagok fliggetlensége stb.)



Teljesiil a fuggetlenség a két vizsgalt valtozonal?

A kitolték nem ismerik egymast, igy nem egymasnak baratai, a sz(k kapcsolati korik mérete
tekintetében egymastal fliggetlenek. llletve nem befolyasoljak egymas pszicholdgiai jol-1étét, igy
ebbdl a szempontbdl is fliggetlenek.

Szlik kapcsolati kor
Pszicholdgiai jol-1ét mérete

Egyedek fliggetlensége
Skala tipusu valtozok
Normalitas
Szérashomogenitas

Linearitas




A parametrikus tesztek (ko)n mikodnek

Skala tipusu — az elemek sorba rendezhetbek, az elemek kozotti kilonbség is kifejezhetd, ezért
lehet kiilonbséget, 6sszeget szamolni,...

Intervallum skala tipusu —, de nincs természetes nulla pont.
Arany skala tipusu —, és van természetes nulla pont, ezért lehet aranyokat szamolni.

A legtobb statisztikai elemzés soran nem hasznaljuk ki a természetes nulla pont elényeit, ezért
az az intervallum és arany skalat sokszor egységesen, skala tipusként kezeljik. Egyutt kezeljik
6ket, de azért okozhatnak kilonbséget a statisztikainkban, (regresszidoban lathato ra példa)

Legalabb intervallum szintli — a skala tipusu valtozdokra szoktunk igy hivatkozni, legalabb
intervallum szintd, tehat vagy intervallum skala tipusu vagy aranyskala tipusu.

Folytonos — tehat minden ponton értelmezhet6 (legalabb egy intervallumon belil), példaul az 1 és
2 cm kozott van 0,5cm, de 0,25 vagy 0,22453cm is, a skala tetsz6leges finomsaggal felbonthatd. Bar
ez igy rendkivil pontatlan, és a két fogalom nem azonos, sokszor a skala tipusu valtozékra utalunk a
folytonos valtozo elnevezéssel.



Néhany kivétel:

Kvazi intervallum tipusu — a valtozdé szigoru értelemben véve ordinalisnak tekintendd, de bizonyos
tulajdonsagai miatt olyan probakban is hasznalhatd, melyek feltétele a legalabb intevallum szint(
valtozo.

Intelligencia — az 1Q szamolasabdl adéddan csak ordinalis valtozéonak tekinthetd, de az
elemzések soran kvazi intervallum skala tipusunak tekintjuk.

Likert-skala — Statisztikailag a Likert-skala egy iteme ordinalisnak tekintendd, de sok esetben
kvazi intervallum tipusunak tekintjlk, és az itemekbdl szamolt skalakkal mar, mint skala tipusu
valtozoval szoktunk szamolni.

Skala tipusuként kezeljik 6ket, amikor Cronbach-alfat szamolunk vele, f{6komponens
elemzésbe behelyezzik, értékeiket 6sszeadjuk, amikor a skalat kiszamoljuk.

Ordinalis mérési szintlnek kezeljik, ha egy kérddiv itemét bnmagaban hasznaljuk és egyéb
statisztikakba helyezziik be, példaul ha az adott itemmel val6 egyetértés mértékében
keressuk férfiak és n6k kdzott a kiilonbséget.



Néhany kivétel:
Dichotom valtozo — csak kétféle értéket vehetnek fel.

Dichotdm valtozdék sokszor beemelhet6k parametrikus prébakba, de nem mindig — példaul
Pearson korrelacidba beemelhet6 egy dichotom valtozo, de a t-proba fliggé valtozdja nem
lehet az.

Dummy valtozé — megoldas arra, hogy miként lehetne kategorialis valtozokat betenni olyan
elemzésbe, melybe eredetileg csak skala tipusuak kerulhettek.

Tegyuk fel, hogy van egy nemzetiség valtozonk angol, német, francia kategoriakkal, és
szeretnénk ezt a regresszidoba betenni.

Készitslink egy darab nemzetiség valtozébdl két dummy valtozot: (1) angolsag, ahol 1, ha angol,
és 0, ha nem angol, vagyis német vagy francia (2) németség, ahol 1, ha német, és 0, ha nem
német, vagyis angol vagy francia.

A harmadikra dummyra, a franciasagra nincs sziikség, hiszen egyértelm(ien adodik, ha a
németség és angolsag is nulla, akkor franciardl van szo. Az igy kapott két dummy valtozé mar
dichotom, tehat betehetd a regresszids elemzésbe.



Teljesul a skala tipus feltétele a két vizsgalt valtozonal?

A szlk kapcsolati kor mérete aranyskala tipusu valtozd, hiszen akinek hat baratja van, annak kétszer
annyi baratja van, mint akinek harom. A Pszicholdgiai jol-Iét egy Likert-skalas kérd6ivbdl szamolt skala
valtozo.

Szlik kapcsolati kor
Pszicholdgiai jol-1ét mérete

Egyedek fliggetlensége
Skala tipusu valtozok
Normalitas
Szérashomogenitas

Linearitas




vagy £ vagy Z 7T
Folytonos valtozdk eloszlasanak leirasara alkalmas, o00 - / x
B00

Haranggorbe alaku, Unimodalis, Szimmetrikus az atlag kordl. Z &Y

Bar értéke az egész szamegyenesen nézve soha nem csokken _
nullara, harom szoras tavolsagra gyakorlatilag annak tekintheté. o

vagyis

Adott feltételek teljesiilése esetén kell6en nagy szamu egymastal fliggetlen, meghatarozhato atlaggal
és szorassal rendelkez6 valtozdé szamtani atlaga a populacioban normal eloszlashoz kozelit,
fuggetlenil a valtozok eloszlasatol.

Emberi nyelven: ha sok, elég nagy mintat vesziink egy akarmilyen eloszlasu populaciobdl, a
mintaatlagok eloszlasa normalis lesz.

A tarsadalomtudomanyokban vizsgalt tulajdonsagok nagy részének eloszlasa jol leirhato vele f6ként a
central limit theorem miatt, ezért a statisztikai probak nagy része valamilyen szempontbdl feltételezi a
normal eloszlast.



A normal eloszlas ferdesége 0 (szimmetrikus)
Pozitiv ferdeség: az az eloszlasgdrbe pozitiv iranyba nyulik el
Negativ ferdeség: az eloszlasgorbe negativ iranyba nyulik el

Ertéke az egész szamegyenesen értelmezett, de +3-at ritkan
haladja meg

A normal eloszlas csucsossaga 0

Pozitiv csucsossag: az az eloszlasgorbe csucsos
Negativ csucsossag: az eloszlasgorbe lapos

Ertéke az egész szdmegyenesen értelmezett, de +3-at ritkan
haladja meg

1998 G. Meixner



A fuggd valtozénak?
A populacionak?

A mintanak?

A becsult értéekeknek?
A becslés hibajanak?



400,00

A becslés hibajanak normal eloszlasa
A becslés hibaja a modell altal predikalt érték és a tényleges
kimeneti érték eltérése.
A becslés hibajanak fliggetlennek kell lennie a modelltél (a
prediktor valtozotdl), azaz a hiba a véletlen mintavételezésbdl
adddo zaj,
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Mintak 6sszehasonlitasa esetén a becslilt értékek a
mintaatlagok lesznek, a hiba pedig a mintakon beliili
valtozatossag,

ezért nem egészen pontos, de elterjedt gyakorlat a mintak (a
fliggd valtozd mintankénti) normal eloszlasat ellendrizni (pl. t-
proba feltételeként).
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A mintabdl becsiilt érték normal eloszlasa

(példaul a mintaatlagok normal eloszlasa)
Tehat a normalitas feltétele az, hogy ha veszek tobb mintat,
kiszamolom a mintaatlagokat, akkor a kapott atlagok normal
eloszlast kell kovessenek.

Hogyan biztosithato ez, hiszen a mintaatlagok eloszlasa nem ismert?
Central limit theorem kimondja, ha sok, elég nagy mintat
veszlunk egy akarmilyen eloszlasu populaciobdl, a mintaatlagok
eloszlasa mindig normalis lesz.

Tehat, ha elég nagy a mintam, akkor feltételezhetem, hogy a
normalitas feltétele teljesdul.

Mi az elég nagy minta?
Pontosan nem tudjuk, de még az olyan populaciénal is, mely
eloszlasa normalistdl a lehetd legjobban eltér (exponencialis)
40 f6 felett eléri a mintaatlagok eloszlasa a normalgérbe-format
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Normalitas tesztelése a mintan

A populacio normal eloszlasa
* Nem ellenérizhet6
* De egy normal eloszlast kovetd populacidoban konnyebben teljestiinek a feltételek (pl. kisebb minta is elég lenne).

* Szerencsére a pszicholdgia és egyéb tarsadalomtudomanyok altal vizsgalt tulajdonsagok altalaban soktényezbsek,
ezért eloszlasuk gyakran kozel van a normal eloszlashoz (central limit theorem miatt).

A minta normal eloszlasa
* Oonmagaban nem feltétel, de tesztelhetd, hogy a minta eloszlasa szignifikdnsan eltér-e a normal eloszlastdl.

* Ha nem tér el a minta szignifikansan a normal eloszlastél, akkor feltételezhetd, hogy a populacié sem tér el
jelentésen téle.

Valddi irany

Minta normal Populacié normal

eloszlasu eloszlasu

Tesztelés iranya



Grafikusan
ot és ot megnézve

Statisztikailag
harom elégséges feltétele van a normalitasnak, BARMELYIK teljesiil a harom koziil, a normalitas

feltételét teljesiiltnek tekinthetem.

A) vagy
Ellenbrzik, hogy a mintank eloszlasa szignifikansan kulonbozik-e a normal eloszlastol A szignifikans
eredmeény jelentése, hogy a minta eloszlasa szignifikansan kilonbozik a normal eloszlastél, tehat a
normalitas feltétele nem teljesul.

B)
Mintanként 15 f6 felett, ha a minta outlierek nélkiili, eloszlasa unimodalis, ferdesége és csucsossaga
nem tér el szignifikansan a normal eloszlas esetén varhatotdl, a feltételezhetjiik a normalitas
feltételének teljeslilését

C) i korilmények vizsgalata
Ha egy proba robusztus egy feltételre, az azt jelenti, hogy az adott proba nem érzékeny a feltétel
sérulésére. Ahhoz, hogy egy proba robusztus legyen egy feltételére, bizonyos kortlményeknek
teljeslilnie kell. Nem minden tanult prébanal vannak ilyen koriilmények (példaul a Pearson
korreldcional nem tanulunk ilyet), de ha vannak az, azt adott probanal emliteni fogjuk.



A S-W és K-S prdba azt teszteli, hogy van-e szignifikans kiilonbség a mi eloszlasunk és a normaleloszlas
kozott, igy ha szignifikans, az azt jelenti, hogy az adataink eloszlasa szignifikansan eltér a normal eloszlastdl,
azaz nem feltételezhetjik a normal eloszlast. Nézziink meg a gondolatmenetet:

87 B ﬂ_
| N\
o
i
i Shapiro-Wilk
% 5 7] ]
° © Statistic df S0,
N - .
2 Példa A H16 40 006
1_
Félda B HET 410 HO7
0= = T T T T
40 0 0 40 0 80
Pelda A Példa B
Shapiro-Wilk <05 szignifikans Killonboznek, tehét
p<. kiilonbség van a . .
Staistic | dr | Sig. mintank eloszlasa és amintank eloszlasa
Példa A 916 40 00f azaz.a S'-W'teSZt a normaleloszlas NEM hasonlit a
e ' ' szignifikans o normal eloszlasra
/ kozott
Shapiro-Wilk p>.05 NINk%“T(.erngsné'f”;ans NINCS Kilénbség, Feltételezhet6 a
Statistc | df | Sig mintink eIosngésa és tehat a mintank normalitas
_ ' azaza S-W teszt 3 normaleloszlas eloszlasa hasonlit a teljesulése a
Felda B 987 40 807 NEM szignifikans o normal eloszlasra mintankon
4 kozott




A WHO-WBI esetén a S-W teszt nem szignifikans, azaz nincs szignifikans
eltérés a normal eloszlastol, tehat feltételezhet6 a normalitas. g

5=

Gyakorisag

A sz(k kapcsolati kor mérete esetén a S-W teszt szignifikans, azaz,

szignifikansan eltér a normal eloszlastdél, tehat NEM feltételezheto a i

normalitas a S-W teszt alapjan. .
Emlékezz: ez még nem baj, hiszen a normalitas-feltételeket vizsgald : ’_ : T _|
modszerek kozll elég egy alapjan teljesiilnie a feltételnek. WHO-WI - Jol et
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Tests of Normality

Kolmogorov-Smirnoy® shapiro-Wilk g 7]
Statistic df Sig. Statistic df =i, & a
WHO-WEI - Jal-18t 120 50 70 ATT 50 428
Sziik kapcsolati kér 144 a0 012 a47 a0 025 i
merete

[y T T T T T
1] 2 4 B 8

Szilk kapcsolati kor mérete

a. Lilliefors Significance Correction



Publikalasa:

Shapiro-Wilk: W([szabadsagfok]) = [W-érték] p = [p-érték]
Kolmogorov-Smirnov: D([szabadsagfok]) = [D-érték] p = [p-érték]

A normalitas feltételének teszteléséhez Ghasemi és Zahedi-Asl (2012) Utmutatasat kdvetve az ismertebb
Lilliefors korrigalt Kolmogorov-Smirnov teszt helyett Shapiro-Wilk normalitas tesztet hasznaltam.
A teszt alapjan a WHO-WBI skala nem tér el szignifikansan a normal eloszlastdl W(50) = .977 p = .428.
A szilk kapcsolati kor mérete valtozo szignifikansan kilonbozik a normal eloszlastol: W(50) =.947 p = .025

Hivatkozasok:

Tests of Normality

Kolmogorov-Smirnov® Shapiro-Wilk
Statistic df Sig. Statistic df Sig.
WHO-WEBI - Jél-1&t 120 a0 070 R a0 428
Szlk kapcsolati kir 144 50 012 947 50 025

merete

a. Lilliefors Significance Correction

Ghasemi, A., & Zahedi-Asl, S. (2012). Normality tests for statistical analysis: a guide for non-statisticians.
International journal of endocrinology and metabolism, 10(2), 486.

Thode, H. C. (2002). Testing for normality (Vol. 164). CRC press.
Steinskog, D. J., Tjgstheim, D. B., & Kvamst@, N. G. (2007). A cautionary note on the use of the Kolmogorov-

Smirnov test for normality. Monthly Weather Review, 135(3), 1151-1157.



Hivatkozhatunk a S-W tesztre a normalitas tesztelése soran a két vizsgalt valtozonal?

A S-W teszt a WBI esetén nem szignifikans, ott igen, a szlk kapcsolati kor esetén azonban szignifikans
eltérést mutat a normal eloszlastal.

Sziik kapcsolati kor
Pszichologiai jol-1ét mérete

Egyedek fliggetlensége

Skala tipusu valtozok

Normalitas S-W (%)
Z
Robosztus

Szérashomogenitas

Linearitas




Nagy mintdkon a S-W (és K-S) teszt akkor is szignifikdns lehet, ha a hisztogramon szinte tékéletes
haranggorbe alakot latunk.

Mint minden hipotézis tesztelés, a Shapiro-Wilk teszt is érzékeny az elemszamra. Minél nagyobb az
elemszam, annal kisebb normalitastdl vald eltérés is szignifikans, hiszen minél nagyobb az elemszam, annal
biztosabban lehetlink abban, hogy a populacidban is ott az eltérés a normal eloszlashoz képest.

37 107 1209
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Gyakorisag
Gyakorisag
Gyakorisag
3
1

404

2
20
—

1 2 3 4 5 1 2 3 4 5 0 1 2 3 4
9 adat 30 adat 1000 adat

Ezért , mert ,tul érzékeny”, azaz a
normal eloszlastol vald kis mértékd, statisztikai elemzést nem zavaro eltérést is szignifikansan jelezheti
(hiszen valdszin(, hogy ez az eltérés a populdcidban is jelen van)



Mi van, ha a S-W teszt szignifikans eltérést mutat a normal eloszlastol?
Vizsgald meg kozelebbrdél, mi a baj! Kérj ki hisztogramot, elemezd részletesebben a problémat!

Mi okozhat problémat?
A minta eloszlasa tul ferde B
A minta eloszlasa tul csucsos/lapos i M

A minta eloszlasanak tobb cslcsa van
A mintaban outlierek vannak —’_’TL

Ha ezeket leellendrizted, és egyik sem jellemz6 a minta eloszlasara, akkor batran ellenérizd az
normalitas feltételét mas mddszerrel (pl. Z-tesztekkel), vagy nézd meg, van-e valamilyen hasznalhaté
robusztussagi feltétel!



Z-tesztek alapjan akkor feltételezhetjiik a normalitas feltételének teljesiilését, ha

mintanként legalabb 15 adat van,

* az eloszlasgorbe legfeljebb csak enyhén ferde,
» és legfeljebb csak enyhén csucsos,

* unimodalis (egy csuicsa van),

* outlierek nélkiili.



Z-értékek szamolasa ferdeség és csucsossaghoz

Descriptive Statistics

M Minimum  Maximum Mean Std. Deviation Skewness Kurtosis
Statistic Statistic Statistic Statistic Statistic Statistic std. Error - Statistic std. Error
WHO-WEI - Jal-1ét 50 4 14 9,22 2178 -,220 337 -, 075 GE2
Szgk kapcsolati kir &0 0 8 3,72 2,286 242 337 -,830 BE2
merete
Valid M (listwise) 50

* A Z-értéket ugy kapod, hogy a leird statisztikaban lathato ferdeség illetve csucsossag statisztikai értékét
elosztod a hozza tartozo standard errorral.

s -0220 _ 0242
Zokew = 55— WHO-WBI: === = —0,653 KISKOR: == = 0,718
K —-0,075 —0,930
Ziyry = WHO-WBI: =—0,113  KISKOR: = —1,405

)

* Ha |z, |> 1,96, akkor a mintaeloszlas ferdesége szignifikansan eltér a normalistdl
* Ha |z,.|> 1,96, akkor a mintaeloszlas csucsossaga szignifikansan eltér a normalistél



Zskew —

S 0,242

= =0,718

SEskew 0,337

Ha Z < -1,96,
akkor szignifikans

2,5%

Ha -1,96 <7< 1,96,
akkor nem szignifikans

95%

K -0,075 _

Z f—
kurt = ¢p. .7 0,662

Ha 1,96 < Z,
akkor szignifikans

2,5%

—1,405



A normalitas feltételei:

v WHO-WBI

4 Szlik kapcsolati kor

15 adatnal tobb van,

v - 50 embernek van meg mindkét adata.

v - 50 embernek van meg mindkét adata.

az eloszlasgorbe

v - A kiszdmolt Z-érték: -0,653, ami a +1,96-0s

v - A kiszdmolt Z-érték: 0,718. Ez sem szignifikans

legfeljebb csak enyhén hataron beliil helyezkedik el, tehat a minta eltérés a normal eloszlas esetén varttal.
ferde, eloszlasanak ferdesége nem tér el szignifikansan a

normal eloszlas O ferdeségétdl. A minta eloszlasanak

ferdesége nem jelentds.
legfeljebb csak enyhén v - A kiszdmolt Z-érték: -0,113, nem szignifikans, v - A kiszdmolt Z-érték: -1,405. Nem szignifikans az
csucsos, azaz enyhének tekinthet6 a (jelen esetben) lapossag. eltérés a normal eloszlasnal vart csicsossagtol.
unimodalis v'- Ez az eloszlas v" - az unimodalitas

(egy csucsa van),

gyonyord.

Gyakorisag

WHO-WBI - Jél-lét

f6leg kis elem-

szamnal elég enyhe i _71/}_

kritérium, hiszenaz 3
itt Iathato ,,lyuk” is

harom ember -
,hidnydbdl” adédik. /F

0 T T T T T T T
-2 0 2 4 6 g 10

Szlik kapcsolati kér mérete

outlierek nélkli.

v - elvégeztiik az adattisztitast.

v - elvégeztik az adattisztitast.




Hivatkozhatunk a Z-tesztekre a normalitds tesztelése soran a két vizsgalt valtozonal?

Van legalabb 15 {6, akinek megvan mind a két adata, a ferdeség és csucsossag tesztek nem
szignifikansak, a hisztogram alapjan nincs okunk feltételezni, hogy nem unimodalisak az eloszlasok, az

outliereket sz(rtuk.

Sziik kapcsolati kor
Pszichologiai jol-1ét mérete

Egyedek fliggetlensége

Skala tipusu valtozok

Normalitas S-W (%)
Z
Robusztus

Szérashomogenitas

Linearitas




Mi van, ha a S-W teszt és a Z-tesztek szignifikans eltérést
mutat a normal eloszlastoél?

Vizsgald meg kozelebbrdél, mi a baj!
Hasznalj nem-parametrikus probakat!

Nézd meg a szakirodalmat, vannak-e robusztussagi kortilmények!



Alapvetben egy proba csak akkor végezhetd el, ha teljesiilnek a feltételei.

Ha , azért baj, mert akkor az , félrevezet6k lehetnek (a
pontatlansag vezethet akar az els6-, akar a masodfaju hiba megnovekedéséhez is, azaz el6fordulhat,
hogy szignifikans eredményt kapunk ott is, ahol nem kéne, vagy ott sem, ahol igen).

Néha azonban, ha ,szerencsésen allnak egyitt a kortilmények”,

Hogy mik ezek a korilmeények, azt az elszant statisztikusok egyfajta szisztematikus prébalgatassal, az
ugy nevezett maodszerrel keresik meg.

A probléma csak az, hogy a Pearson korrelaciénal igen ellentmondasos a szakirodalom, igy ehhez a
probahoz nem tanulunk hasznalhato robusztussagi koriilményt!



A Pearson korrelacié robusztussagaval kapcsolatos szakirodalom ellentmondasos, igy nem tanulunk
olyan korilmeényt, ahol a korrelacié robusztus lenne a normalitas sértlésére.

Sziik kapcsolati kor
Pszichologiai jol-1ét mérete

Egyedek fliggetlensége

Skala tipusu valtozok

Normalitas S-W (%)
L
Robusztus | (-) (-)

Szérashomogenitas

Linearitas




A harom modszert 0sszegezve teljesiil-e a normalitas feltétele a két vizsgalt valtozonal?

A harom maddszer koziil ELEG, ha az egyik alapjan feltételezhetd a normalitas.

Sziik kapcsolati kor
Pszichologiai jol-1ét mérete

Egyedek fliggetlensége

Skala tipusu valtozok

Normalitas S-W (%)
L
Robusztus | (-) (-)

Szérashomogenitas

Linearitas




Mit csinaljak, ha nincs normalitas?

Kutatoi mérlegelés kérdése, melyik mellett dontesz.

Talald meg a valaszt, miért nem normalis! i
* Qutliererek
* Valamiért tobb dolgot sikerlilt egyszerre mérnink

* Nem elég nagy a skala felbontasa
* Kivalogatott adat (az adatoknak csak egy részét latom)

* Természetes hatar (pl. neurontiizelés)
A tulajdonsag valamilyen mas eloszlast kovet s J
Noveld az elemszamot!

Altaldban a nagyobb elemszam jobban reprezentalja a populaciot.

Traszformald az adatokat!
Outlierek és ferde eloszlas esetén példaul jol mikodhet az adatokbdl valé gyokvonas vagy a logaritmizalas.

Hasznalj non-parametrikus probakat!



/ /

A harom fogalom ugyanazt jelenti,
Angolban a homogeneity of variances, magyarban a szordshomogenitads kifejezés terjedt el.
Folytonos valtozok kapcsolatanak vizsgalatanal a homoszkedaszticitds az elterjedtebb kifejezés,
mintak 6sszehasonlitasanal pedig a szorashomogenitas

Azt jelenti, hogy a varianciaknak egyformanak kell lennitik az egész mintaban

Ha korrelacios proba feltételeként vizsgaljuk,
akkor az egyik valtozonk varianciajanak stabilnak kell lennie a masik valtozé minden szintjén.
Konyhanyelven a pontfelhének egyforma ,vastagnak” kell mindenhol lenni.
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Miért baj, ha sériil a feltétel?
A modell nem mindenhol lesz egyforman pontos
(Pontatlanna valik a becslilt variancia-kovarancia matrix, ezért) pontatlanok lesznek a
paraméterekhez tartozo standard error-ok — pontatlanok lesznek a szignifikancia értékek.
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Teljesul a szorashomogenitas feltétele a két vizsgalt valtozo osszefiiggésében?

A pontfelh6 egyforma vastag mindenhol, igy igen. Vedd észre, hogy szorashomogenitas csak két
valtozo osszefliggésében létezik, egyetlen valtozéra nem értelmezhetd.

Szlik kapcsolati kor
Pszicholdgiai jol-1ét mérete

Egyedek fliggetlensége
Skala tipusu valtozok
Normalitas
Szérashomogenitas

Linearitas




Bar klasszikus értelemben nem tartozik
a parametrikussag feltételei kozé, a
legtobb statisztika, amit hasznalni
fogunk linearis modellt hasznal.

Ha nem teljesil, pontatlanok lesznek a
felallitott modell altali becslések — ez
kiemelten igaz extrapolacié esetén,
plusz alul fogod becsiilni a
magyarazoerdket.

Prediktor és kimeneti
érték kapcsolata

ssion Standardized Residual

ssion Standardized Residual

Predikalt érték és hiba
kapcsolata

Regre

Regression Standardized Predicted Value

Regre

Regression Standardized Predicted Value




Teljesil a linearitas feltétele a két vizsgalt valtozo osszefliggésében?

A pontfelhd jol leirhato egy egyenessel. Legalabb is, nem lathaté olyan masik modell (gorbe), mely az
egyenesnél jobb leirast adna.

Sziik kapcsolati kor
Pszichologiai jol-1ét mérete

Egyedek fliggetlensége
Skala tipusu valtozok
Normalitas
Szérashomogenitas

Linearitas




Hipotézis: Kiilénbség van férfiak és nék pszicholdgiai jél-léte kbzott.

Feltételek ellendrzése fliggetlen mintas t-proba vizsgalatnal:
egyedek fliggetlenség
mintak fuggetlensége
skala tipusu fuiggd valtozo
normalitas
szorashomogenitas



Két csoport eltérését vizsgalja valamely tulajdonsag mentén.
Férfiak és nok kiilonbéznek a téri vizualizacio kéepességében, a férfiak ligyesebbek e teriileten.

M(ikodése konyhanyelven:

A két csoportot a két mintaatlag reprezentalja.

A hatdas a két csoport atlaga kozotti kiilonbség.

A zaj a csoportokon belili valtozatossag.

A t-proba annal jelent6sebb eltérést fog a két csoport kozott jelezni,
minél nagyobb a kilonbség a csoportok atlaga kozott és/vagy
minél kisebb a klilonbség az egyedek kozott a csoportokon belil,
azaz minél jobb a hatas/zaj arany.
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Az

Valaszadok (mérések, azaz sorok) fiiggetlenségét feltételezziik.
Ez az a fuggetlenség-feltétel, mely a parametrikussag feltételei kozé tartozik

Csoportokat 6sszehasonlitd prébaknal jelenik meg
Azt jelenti, hogy egy személy csak egy mintaba tartozik

Példaul ha 6sszehasonlitunk angolokat és németeket, akkor egy angol-német kétnemzetiségu
személt nem vehetd fel a vizsgalatba, és f6leg nem tehetd meg, hogy egyszer az angol, egyszer
a német mintaba is bekerdl



Teljesul a két fliggetlenség-feltétel?

A kitolt6k nem ismerik egymast, nem befolyasoljak egymas pszicholdgiai jol-1étét, igy ebbdl a
szempontbdl fuggetlenek.

A mintaban nincs olyan, aki egyszerre férfi és né is, igy a csoportok fliggetlenek egymastal.

Pszicholdgiai jol-1ét (fliggo valtozd)

Egyedek fliggetlensége
Mintak fliggetlensége
Skala tipusu fuggbvaltozo

Normalitas

Szérashomogenitas



Itt is két valtozd szerepel, a nem és a pszichologiai jol-Iét, de a két valtozd nem egyenrangu
A pszichologia jol-lét un. fliggb valtozo, ezzel kapcsolatban kell a feltételeket ellendrizni
A nem csoportositd valtozo, annak nem kell normal eloszlast kovetni vagy skala tipusunak lenni

Teljesiil a skala-tipus feltétele?

Skala tipusunak csak a fliggd valtozonak kell lenni, mely teljesil. A nem csak a csoportosito valtozo,
annak nem kell skala tipusunak lenni (és természetesen nem is az, hiszen nominalis valtozo)

Pszicholdgiai jol-1ét (fliggo valtozd)

Egyedek fliggetlensége
Mintak fliggetlensége
Skala tipusu fuggbvaltozo
Normalitas

Szérashomogenitas




A normalitas feltételét kell ellendrizni.
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A becslés hibaja azaz a meg nem magyarazott variancia
a mintakon belili valtozatossag.

(Vagy kiszamoljuk a rezidualisokat, és azon egyben ellen6rizzik
a hormalitast.)

60
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Fiiggd valtozo
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20+

A két csoporthoz eltérérd a becsult érték. :

Csoportosito valtozo

Epp azt ellendrizzik, hogy felteheté-e, hogy a két minta kiildn populdcidbdl szarmazik.

Azt varjuk, hogy a mintak kilonb6znek egymastol, azaz eltér az atlaguk. Viszont ha kilonbdznek az
atlagok, akkor mashol lesz a két gorbe csucsa, és ha kozosen nézziik 6ket, nem (feltétlendl) lesz a kozos
eloszlasuk egycsucsu, azaz unimodalis.



Normalitas feltétele csoportonként

Azt varjuk, hogy a mintak kilonbo6znek egymastol, azaz eltér az atlaguk. Viszont ha kilonboznek az atlagok,
akkor mashol lesz a két gorbe csucsa, és ha kozosen nézzik 6ket, nem (feltétlentl) lesz a kozos eloszlasuk
egycsucsu, azaz unimodalis.

Példaként nézziik meg a n6i magassagot Boliviaban és Hollandiaban!

Boliviaban az atlagos n6i magassag 142,2cm, és szép normal eloszlast latunk.

Bolivia

140
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100

80 Amikor egyben nézziik a két csoportot, akkor a kozos atlag 156,5cm, de az
- eloszlasnak jol lathatéan két csticsa van.
22 . B Bolivia és Hollandia egyiitt
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Hollandiaban is normal eloszlas lathatd, ott az atlagos n6i magassag 170,7cm.
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Két minta kozépértéke kdzott nincs kulonbség
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Két minta kozépértéke kozott ket szorasnyi kiilonbség van

’

Két minta kozépértéke kozt harom szérasnyi kiilonbség van

>

Minél inkabb eltér két — egyébként normal eloszlast
kdvetd — populacio kozépértéke, annal kevésbé lesz
normal eloszlasu a kett6bdl kozosen vett minta eloszlasa.



Normalitas feltételének ellen6rzése mintak 6sszehasonlitasa soran is tobb mddszerrel torténhet, de a
feltételteszteléseket mindig kell végezni. Ezek kozul teljestilése esetén

feltételezhetjik a normalitast.
Hisztogram, Q-Q plot — mintanként kilon megjelenitve
Shapiro-Wilk vagy Kolmogorov-Smirnov teszt — a tesztelést mintanként kell végezni

Z-tesztek — a feltételeknek mintankeént kell teljestlnitk

: a t-probanal tanulunk egy robusztussagi korilményt is.
Ha mintanként megvan a 40 f6, a két minta megkozelit6leg azonos méretl (az arany kisebb, mint
1,5, azaz a nagyobb nem éri el a kisebb méretének masfélszeresét), és a szérashomogenitas
teljesul, akkor a normalitas feltételétdl el lehet tekinteni, mivel a t-proba robusztus a normalitas

sérilésére.

Osszetettebb elemzéseknél (pl. ANOVA) megtanuljuk majd, hogy az ellen6rzés nem csak mintanként
torténhet, hanem ugy is, hogy kiszamoljuk a rezidualisokat (hibatagokat), és azok eloszlasat vizsgaljuk a
teljes mintan (ez gyakorlatilag a rezidualis hibak normaleloszlasanak feltétele).



Teljesul a normalitas feltétele férfi és n6i mintan?

lgen, a S-W teszt egyik csoportban sem szignifikans (férfiak: W(24)=.977 p = .831 n6k: W(26)=.970
p=.614), tehat a normalitas feltétele teljesil mindkét mintaban.

Pszicholdgiai jol-1ét (fliggo valtozd)

Egyedek fliggetlensége
Mintak fliggetlensége
Skala tipusu fuggbvaltozo

Normalitas

Szérashomogenitas
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Ha mintakat hasonlitunk 6ssze, akkor azt jelenti, hogy a két minta szérasa legyen hasonlé mérték

Miért baj, ha séril a feltétel?
A mintakat a kozépértékiikkel (legtobb esetben atlaggal) reprezentaljuk). Ha az egyik mintaban
nagyobb a széras, akkor ott kevésbé lesz reprezentativ a kozépérték, azaz kevésbé lesz pontos

a modell.

A sulyosabb probléma, hogy eltéré elemszamok esetén a statisztikai érték szamitasat is
torzitja, igy a szamolt szignifikancia érték lesz torz. A probléma az, hogy el6fordulhat, hogy a
proba szigorubb lesz igy a kelleténél (azaz meglévd hatast sem mutat majd ki), és az is, hogy
megengeddbb lesz, mint szabadna lennie (azaz nem létezb kilonbséget is szignifikdnsan jelez)
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Kovetkezmények?

Szorashomogenitas és elemszamok aranya

A szérashomogenitas sériilésének hatasai fliggnek a minta mas tulajdonsagaitdl is.

SD1>SD2 és N1 = N2
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hiba
A modell kevésbé lesz szignifikans, A modell szignifikansabb lett, tehat a
tehat a préba szigorodott proba megengedd6bbé valt, az els6faju

hiba valdszinlsége megndtt



A Levene-teszt azt nézi meg, hogy van-e szignifikans kiilonbség a szérasok kozott.

Most nem tudtunk kimutatni szignifikans ktlonbséget a varianciaban, tehat teljestl a
szorashomogenitas feltétele teljesul.

Publikaldsa: F([df1], [df2]) = [Levene teszt értéke] p = [szignifikancia].
Itt: F(1, 48) =.302 p =.585

Results

Independent Samples T-Test

Independent Samples T-Test

t df p

WEI - Jollet 2.262 48 0.028
MNote. Student’s t-test

Assumption Checks

Test of Equality of Variances {Levena's)

F df p

WEI-Jollet  0.302 1 055 <——  Nem szignifikans




Teljesul a szorashomogenitas feltétele?
lgen, a két minta szordsa kozott nem mutathatd ki szignifikans kiilonbség F(1, 48) =.302 p =.585

Pszicholdgiai jol-1ét (fliggo valtozd)

Egyedek fliggetlensége
Mintak fliggetlensége
Skala tipusu fuggbvaltozo

Normalitas

Szérashomogenitas



Az Eredmények rész legelejére roviden 6sszefoglaljuk az adattisztitast és az el6zetes feldolgozas
fontosabb |épéseit.

Ezt kovetSen az Eredmények rész hipotézisenként halad, és minden rész elején irunk réviden a
hasznalt proba feltételeinek ellen6rzésérol.

Példaul a masodik hipotézisnél igy lehet:

H2: Kiilonbség van férfiak és nék pszichologiai jol-léte kbzott.

A hipotézist fliggetlen mintas t-probaval ellendriztik. A proba feltételei teljestinek.
A normalitas feltétele a Shapiro-Wilk teszt alapjan teljesil mind a férfiak W(24)=.977
p =.831, mind a n6k W(26)=.970 p=.614 esetében. A szorasok a Levene-teszt
eredményei alapjan homogénnek tekintheték, F(1, 48) =.302 p = .585.

A t-proba eredményei alapjan a két csoport.... stb.

A mlihelymunkaban az olyan feltételeket, melyek teljestilését nem ellendrizni kell, hanem a kutatas
tervezése soran biztositani (pl. személyek fliggetlensége), nem sziikséges megemliteni.

Ha a mldhelymunkan huzni kell, a feltételekrdl sz6l6 rész atkerilhet a fliggelékbe, és a szovegtorzsben
elegend6 megemliteni, hogy ellenérizve voltak, és a fuggelékben megtalalhatok.



Ha egy proba robosztus egy feltétel megszegésére egy adott mintan, akkor a feltétel sériilése ellenére is
értelmezhet6ek az eredmények

Azt 1atjuk, hogy a prébak feltételeinek robosztussaga hat egymasra, példaul:

ANOVA robosztus a szorashomogenitas barmilyen mértékd sérilésére, ha a mintak elemszama
hasonld, a normalitas teljesil, és N>15

ANOVA robosztus a szorashomogenitas kis mértékd sértlésére, ha a mintak elemszama hasonl¢, a
normalitas teljesul és a legkisebb és legnagyobb variancia aranya < 3.5

ANOVA NEM robosztus a szérashomogenitas sérulésére, barmekkora is az elemszam, ha a mintak
elemszama kulonbo6z6, és a legkisebb és legnagyobb variancia aranya > 8

ANOVA NEM robosztus a szérashomogenitas sérulésére, ha valtozdk eloszlasa egymassal
ellentétes iranyban ferde

ANOVA robosztus a normalitas sérulésére, ha a szorashomogenitas teljesul és az elemszam N > 15



Robosztussag ellendrzése val

1. Létrehozunk egy populaciot amiben nincs jelen a hatas! (pl. X tulajdonsag atlaga, szorasa, eloszlasa
azonos A és B csoportban)

2. A létrehozott populacidébdl random mintavételezéssel vesziink nagyon sok mintat, és elvégezzik
rajtuk a vizsgalni kivant prébat (pl. t-probat ezer vagy 10ezer alkalommal)

Hany esetben varom, hogy szignifikans eredmeényt kapjak?
A statisztikdk 5%-nal varunk szignifikdns eredményt (ennyi lesz az elsé faju hibat)

3. Ezt kovetben kivalasztok mintakat, ahol a vizsgalni
kivant feltétel valamilyen mértékben sérul (pl. az egyik
mintanak kétszer akkora a szérasa mint a masiknak),
plusz egyéb kovetelményeknek is megfelelnek (pl.
adott eloszlasuak, elemszamuak stb.)

Egy proba robosztus egy feltétel megszegésére,
ha a szignifikans eredmények tovabbra is 4-6%
kozott maradnak




Nem parametrikus tesztek
Ha nem teljesil a parametrikus tesztek kritériumabdl a folytonossag vagy a normal eloszlas kritériuma
Rangsor

Megkeressuk a valtozoé legkisebb értékét, hozzarendeliink 1-et, majd a kovetkez6 értékhez 2-6t és igy
tovabb

a legtobb nempara teszt a rangsorolast kovet6en a rangokon a parametrikus prébakhoz hasonlé
elemzést végez

Kevésbé hatasos statisztikak-e, mint parametrikus tarsaik?
A rangsorolassal elvesztjuk a kiilonbségek nagysagarodl szerzett informacio egy részét

Ezért ha parametrikus adatokon hasonlitjuk 6ssze, a nem-parametrikus probak kevésbé tudjak a hatast
megtalalni — de miért hasznalnank parametrikus adatokon 6ket?

Nem-parametrikus adatokon viszont a parametrikus prébak megbizhatatlanok (az els6faju hiba 5%
csak normal eloszlas esetén jon ki)



A hianyzo értékek kezelése

Hogy listwise vagy pairwise vizsgaljuk az adatok parametrikussagat,
kérink leird statisztikakat, stb., fligg a statisztikai prébatdl amit
végezni fogunk az adatokon.

Mindig tudni kell, hogy a statisztikai proba, amelyet végziink hogyan
kezeli a hianyzo6 értékeket (mi a minta, melyek dolgozni fog), és annak megfelel6en kérni ki a leiré
statisztikakat
Példa a mi esetlinkben:
Repeated Measure mindenképp listwise fogja elemezni az adatokat

A valtozdok normalitdsat is listwise kell vizsgalni (hiba az elsé nap a 810 f6s minta normalitasat ellendrizni, ha
a vizsgalatba csak az a 123 kerdl, akinek mindharom nap van adata)

Hasonldképp hiba a leiré statisztikdkat 810 fére kérni. A Descriptive Statistics / Descriptive-en belil nem
kérhetiink listwise hibakezelést. Ekkor a Descriptive Statistics / Explore-t kell hasznalni.

Ha Repeated Measure helyett Mixed Models hasznalunk majd, ott beallithatunk kilonb6z6 hianyzo érték-
kezelési mddokat

Ha korrelaciot végziink, ott is beallithatjuk, miként kezeje a hianyzé értékeket

Ha tobb statisztikai probat végziink, és kiilonb6zo hianyzoérték-kezelési médokat hasznalunk, vagy bizonyos
probaknal szlirt adatokon dolgozunk, akkor minden probahoz kiilon le kell kérni a hozza tartozo leird
statisztikakat!



