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Reziliencia

Kudarcélmény

Kimeneti valtozo

Prediktor valtozo

A kudarcélmény hat a reziliencia mértékére.



Kompetenciaérzés
Medialo valtozo

Kudarcélmény Reziliencia
Prediktor valtozo Kimeneti valtozo

A kudarcélmény indirekten, a kompetenciaérzés csokkenésén keresztil hat a reziliencia mértékeére.



Kudarcélmény
Prediktor valtozod

B =-.384

Path c — Teljes hatas (Total)
Egyszer( linearis regresszidval
vizsgalva a prediktor hatasa a

kimeneti valtozéra.




Path a
Egyszer( linearis regresszioval
vizsgalva a prediktor hatasa a
medialo valtozora.

Kompetenciaérzés
Medialoé valtozd

Kudarcélmény
Prediktor valtozd



(Egyszerd linearis regressziéval
vizsgalva a medialé valtozé hatasa
a kimeneti valtozoéra.)

Kompetenciaérzés
Medialo valtozo
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Reziliencia

Kimeneti valtozo



Path b
Tobbszoros linearis regresszioval
< Vizsgalva a mediald valtozo parcialis
hatasa a kimeneti valtozora.

Kudarcélmény Bc' =-.216
Prediktor valtozé

Path ¢’
Tobbszoros linearis regresszioval
vizsgalva a prediktor parcialis
hatdsa a kimeneti valtozora.




Path a
Egyszer( linearis regresszidval Path b
vizsgalva a prediktor hatasa a Tobbszoros linearis regresszidval
mediald valtozora. © £ Vizsgalva a medialé valtozo parcialis
Y hatasa a kimeneti valtozora.

B, =-.216

Kudarcélmény
Prediktor valtozoé
B, =-.384

Path ¢’ — Direkt hatas
Tobbszoros linearis regresszidban
vizsgalva a prediktor parcialis
hatasa a kimeneti valtozora.

Path c — Teljes hatas (Total)
Egyszer( linearis regresszidval
vizsgalva a prediktor hatasa a

kimeneti valtozora.



Path ab — Indirekt hatas
KOzvetetten szamitott érték

B, = B.— By, vagy B,,=B,"B,

Path a (-0.384) - (-0.216) (-0.486) * (0.345)
Egyszer( linearis regresszioval Path b
vizsgalva a prediktor hatasa a Tobbszoros linearis regresszioval

<> Vvizsgalva a mediald valtozo parcialis
hatasa a kimeneti valtozora.

mediald valtozora. o/ -
W -

Kudarcélmény
Prediktor valtozd

Path c — Teljes hatas (Total) Path ¢’ — Direkt hatds
Egyszer( linearis regresszidval Tobbszoros linearis regresszidban
vizsgalva a prediktor hatasa a vizsgalva a prediktor parcialis

kimeneti valtozora. hatasa a kimeneti valtozora.



Kudarcélmény .
Prediktor valtozé

A teljes hatas felbonthato egy direkt és indirekt (medialo valtozon keresztiil megvaldsuld) részre.



Mediald hatas:

Mediald hatasrol akkor beszéllink, ha a prediktor és kimeneti valtozo kozotti 6sszefliggést
részben vagy egészben meg lehet magyarazni egy harmadik (mediald) valtozéval valo
kapcsolatukkal.

A kudarcélmeény és reziliencia kapcsolatat medialja a kompetenciaérzés csokkenése, ha a
kudarcélmény a kompetenciaérzés csokkenésén keresztul hat a rezilienciara: a kudarcélmény
csokkenti a kompetenciaérzését, ami csokkenti a rezilienciat.

A prediktor valtozd hatasa a kimeneti valtozora két részre bomlik:
Direkt hatas - A prediktor kimeneti valtozora tett hatasa a mediald tényezére kontrollalva.

Indirekt hatas - A prediktor valtozonak a medialé valtozon keresztil torténd hatasa a
kimeneti valtozora.



Prediktor Kimeneti

Prediktor valtoz§ ———z——~ Kimeneti vltoz6
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Total (prediktor teljes hatasa)

valtozo valtozo

Indirekt (mediald valtozon
keresztiil torténd, kdzvetett) hatas

4 h

Medialo
valtozo

Prediktor Kimeneti c
valtozé valtozo N J

Direkt (kozvetlen) hatas




Magyarorszag vizrajza




Rackevei
mellékag

Rackeve




Baron & Kenny (1986) alapjan medialé hatasrol akkor
beszélhetlink, ha:

A prediktor valtozo magyarazza a kimeneti valtozot
(abran c)

A prediktor valtozo magyarazza a mediald valtozot
(abran a)

A prediktor és medialo valtozd magyarazza a kimeneti
valtozoét (prediktor Utja a ¢’ és mediald valtozé utja a b)

A prediktor valtozé magyarazéereje a masodik
modellben alacsonyabb, mint az els6 modellben. Tehat a
prediktor valtozo kapcsolata a kimeneti valtozoval
részben az indirekt, medidld valtozén keresztili dton
valdsul meg. Ha az 6sszefliggés teljes egészében a
mediald valtozonak koszonhetd, akkor a direkt hatas B-
értéke (standardizalt meredeksége) 0-ra csokkenne.

Egyszerii linearis regresszio prediktor és kimeneti
valtozé kozott

Prediktor valtozo = » Kimeneti valtozo

Mediaciot tartalmazo regresszidés modell
(mediald valtozon
keresztll torténd, kozvetett) hatas

N
4 h

Medidld valtozdé
y Y

Prediktor valtozo o » Kimeneti valtozé

N J
e

(kdzvetlen) hatas




A mediacios elemzésben mind a direkt, mind az diacios elemzésben a direkt utvonal szignifikans,

indirekt utvonal hatasat kimutattuk, tehat a lirekt Utvonal hatasat viszont nem tudtuk
kudarcélmény részben direkten, részben az atni, tehat a stressz kozvetlendl, és nem az
kompenenciaérzés csokkenéséen keresztil hat a .ékonysag csokkenésén keresztil hat a
rezilienciara. ngasra.

A medidcids elemzésben sem a direkt, sem az indirekt diacios elemzésben az indirekt Utvonal szignifikans,
Utvonalat nem sikeriilt igazolni. Mint lathattuk, maga a 2an direkt.hatést nem tugltu.nk kimutatni, Feh?t a
teljes hatas is gyenge, és vélhetGen az elemszam nem 0rusag teljes egeszében indirekten, a fagyieves

kielégits e hatas medidcids elemzéséhez. megnovekedett kaldriabevitel hatasan keresztul
i a sulyt.



Regresszids egyutthatdk standard errorja

A regresszios egyltthatokhoz tartozik egy 5
standard error (SE) érték is, mely megadja a
paraméter bizonytalansagat. Azt adja meg, 4 pd
hogy, ha tébbszor vennék mintat a O /,;;/ B=0,3
populdciébdl, és tobbszor elvégezném a ® | __— 9% —B=02
regressziot, akkor a kapott egyutthatoknak 3 ——_J—* — {’/
mekkora lenne a szérasa. ;/(/ //// O
, s ., , 2 = /g// :
A standard error segitségével kiszamithato a /)
konfidenciaintervallum, mely megadja, hogy ///
a populacidbdl vett mintakon a regresszios 1
egyenes milyen két hatar kozott fut 95%-os
valdszinliséggel.
0




Regresszios egyltthatdok konfidencia intervalluma

LLCI — Lower level of confidence interval
ULCI — Upper level of confidence interval

'B=0,05




Regresszios egyltthatok konfidencia intervalluma

LLCI — Lower level of confidence interval
ULCI — Upper level of confidence interval

A valds (populacioban [étez8) meredekség e kettd
kozott barhol elhelyezkedhet, de abban 95%-ban
biztosak lehetlink, hogy a valés meredekség
valahol LLCI és ULCI kozott van.

(Konfidenciaintervallum tartozik a konstanshoz is.)

A regresszios egyenesunk meredeksége nem
biztos, hogy pontosan reprezentalja a valos,
populacioban jelenlevé meredekséget, de mivel
LLCI és ULCI is pozitiv, igy elég biztosak lehetlink
abban, hogy a hatas pozitiv.

{B=0,6

B=0,3
'B=0,05
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Regresszios egyltthatdok konfidencia intervalluma

LLCI — Lower level of confidence interval
ULCI — Upper level of confidence interval

Ez negativ oldalon is elképzelhet6 — ha a 4
regresszios egyenesiink meredeksége negativ, és
az LLCI és ULCl is a negativ tartomanyon belil van,
akkor 95%-ban biztosak lehetiink abban, hogy a

hatasunk negativ. 1B=-0,14
2 -B=-0,3
B=-0,6
1
0




Regresszios egyltthatdok konfidencia intervalluma

LLCI — Lower level of confidence interval
ULCI — Upper level of confidence interval

Viszont ha LLCI negativ, ULCI viszont pozitiv, akkor
nem tudom kell6 biztonsaggal eldonteni, hogy a
populacidban a hatas pozitiv-e vagy negativ.

4

B=+0,16
B=-0,24
B=-0,6




Koefficiens-tabla t-tesztje

Ugyanez a gondolatmenet a linearis regresszio 3 7,{_‘/

= — — — —|————B=0
koefficiens tablajaban a prediktorok /
meredekségéhez tartozo t-teszteknél és _—
szignifikanciaértékeknél. 2
1
0




Honnan lesz hozzda standard error, konfidencia intervallum és/vagy
szignifikancia érték?

Tobbszoros linearis regresszio
P =K

P->M S.‘éo PR M A

Kudarcélmény
Prediktor valtozo

Egyszerd linearis regresszid
P—>K



(A félreértések elkertlése érdekében nevezziik a mintankat Eredeti »pulling oneself up by one’s bootstraps”
mintanak!)

Vegylunk az Eredeti mintabadl rengetek (mondjuk 1000 vagy 5000)
az Eredeti mintaval megegyez6 méretl Uj mintat, ugy hogy az
Eredeti minta minden eleme tobbszor is valaszthato.

Végezzik el a kérdéses statisztikai probat, és szamoljuk ki a
mutatdinkat minden Uj mintan (azaz példaul végezziik el a
mediacio regressziodit otezerszer)!

Ugyanabbdl a szamolt mutatobdl (példaul a B, értékébdl) lesz
Otezer verzionk.

Nézzik meg, hogy melyik két érték kozott van a mutatok 95%-a.

Kovetendd szabalyok bootstrappelésnél:
Legalabb 1000 mintavételezéssel futtasd
5000-nél tobb mintavételezés folosleges
Bias corrected elemzés



Bootstrapping-bdl
LLCI: -.316 és ULCI: -.071

Kompetenciaérzés

g Medialo valtozd Tobbszords linedris regresszid
Egyszerd linearis regresszié6 ,~ / o —----- . P 3K

P> M

Kudarcélmény ' Reziliencia
Prediktor valtozo Kimeneti valtozé

B, = - .384 *+x

C_-o

Egyszerd linearis regresszio
P—>K



Klasszikus Baron & Kenny (1986) alapjan
Indirekt hatashoz nincs konfidenciaintervallum / szignifikancia érték

Csak a klasszikus mediacio figyelhetdé meg vele

Bootstrapping segitségével
Indirekt hatashoz konfidenciaintervallum rendelhet6
Indirekt hatashoz szignifikanciaértéket nem rendelink
Komplexebb mediaciok is megfigyelhetbek vele
OLS regressziot hasznal
Legelterjedtebb pszicholdgidaban
Andrew Hayes PROCESS makrdja ezt implementalja



Elnyom& hatas (supression)

Orthorexias mintan:

—
’— ~~
- —~y

Nincs hatas???

Kaldriabevitel

Indirekt hatas: B, = B, * B, — egy pozitiv és negativ hatasa szorzata negativ — ha az
evéssel serkentjik a sulyt csokkentd sportolast, akkor csékkenni fog a suly

Teljes hatas: B, = B + B,, = ha a direkt és indirekt hatas ellentétes, akkor kiitik egymast — az
evés onmagaban noveli a sulyt, de a sportot ndveld hatasan keresztil meg csdkkenti.



Mediacio szamitasanak maodijai

Klasszikus Baron & Kenny (1986) alapjan
* Indirekt hatashoz nincs konfidenciaintervallum / szignifikancia érték

* Csak a klasszikus mediacio figyelheté meg vele

Bootstrapping segitségével
* Indirekt hatashoz konfidenciaintervallum rendelhet6
* Indirekt hatashoz szignifikanciaértéket nem rendeliink
* Komplexebb mediaciok is megfigyelhetbek vele
* OLS regressziot hasznal
* Legelterjedtebb pszicholdgiaban
* Andrew Hayes PROCESS makrodja ezt implementalja

Mediacié a SEM utvonalaba integralva
* SEM - structural equation modeling - strukturalis egyenlet modellezés
* Indirekt hatashoz mind konfidenciaintervallum, mind szignifikanciaérték elérhet6
* Mivel mas metdodussal szamol, igy a kapott Cl-ok kicsit eltér6ek lehetnek

* JASP-en belil ez van implementalva



Kérdeések
Adatok
* Vita arrdl kell-e / érdemes-e standardizalni.
Nem egyforma skalazasu valtozoknal a standardizalt értelmezhet6bb.
Egyforma skalazasu valtozéknal a standardizalatlanabb kézzelfoghatdbb.
Dichotdm prediktorvaltozdét nem szabad standardizalni.
Ha standardizalsz, vigyazz arra, hogy listwise tegyed azt.

<
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Modszer

* Abban mindenki egyetért, hogy klasszikus eljaras elavult.
* Helyette OLS és bootstrapping?
* Helyette SEM?

* Ha Bootstrapping, milyen beallitasokkal? Bias corrected? Percentile?

Mit ellenérizzink?
* Abban mindenki egyetért, hogy klasszikus eljaras elavult.
* Modern megkozelités — ha mediacidhoz csak a szignifikans indirekt utvonal kell — semmi mas.
* Ennek ellenére a jelenség teljes megértéséhez érdemes a modell minden utvonalat ellendrizni.



Kudarcélmény .
Prediktor valtozé

A prediktorvaltozo hatasa részben vagy egészben indirekten, a medialé valtozon keresztiil valosul meg.
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Prediktor
Skala
Dichotdm
Nominalis (PROCESS)

Mediator
Skala
Dichotom valtozét mediaciok altalaban nem tudnak, helyette SEM modell

Kimeneti
Skala
Dichotdm logisztikus regressziot hasznalva (PROCESS)



